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Abstract In this paper, we study necessary optimality conditions for nonsmooth mathematical programs

with equilibrium constraints. We first show that, unlike the smooth case, the Mathematical Program with

Equilibrium Constraints Linear Independent Constraint Qualification is not a constraint qualification for

the strong stationary condition when the objective function is nonsmooth. We then focus on the study of

the enhanced version of the Mordukhovich stationary condition, which is a weaker optimality condition

than the strong stationary condition. We introduce several new constraint qualifications and show that the

enhanced Mordukhovich stationary condition holds under them. Finally, we prove that quasi-normality

with subdifferential regularity implies the existence of a local error bound.
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1 Introduction

In this paper, we study first order necessary optimality conditions for the nonsmooth Mathematical

Program with Equilibrium Constraints (MPEC).

MPECs form a class of very important problems, since they arise frequently in applications; see [1–3].

MPECs are known to be a difficult class of optimization problem due to the fact that usual constraint

qualifications, such as Linear Independence Constraint Qualification (LICQ) and Mangasarian Fromovitz

Constraint Qualification (MFCQ), are violated at any feasible point (see [4, Proposition 1.1]). Thus,

the classical Karush-Kuhn-Tucker (KKT) condition is not always a necessary optimality condition for a

MPEC.

Since there are several different approaches to reformulate MPECs, various stationarity concepts such

as Strong, Mordukhovich and Clarke (S, M and C)- stationarity arise (see [5–8] for detailed discussions).
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The S-stationary condition, which is now well-known to be equivalent to the classical KKT conditions

(see [9]), is the strongest among all stationary concepts for MPECs. For an MPEC with smooth problem

data, it is shown that MPEC-LICQ is a constraint qualification for S-stationarity (see [1,10]). Moreover,

MPEC-LICQ is a generic property [11], and hence it is not too stringent and can be satisfied for many

smooth MPECs. It is tempting to assume that MPEC-LICQ is also a constraint qualification for MPECs,

where the objective function is local Lipschitz but nonsmooth. In this paper, we show through example

that MPEC-LICQ is not a constraint qualification for MPECs, where the objective function is nonsmooth.

Recently, Kanzow and Schwartz [12] studied the enhanced KKT condition for a smooth MPEC. In

particular, they introduced the MPEC generalized quasi-normality and pseudo-normality and showed

that they are constraint qualifications for the enhanced M-stationary condition. In this paper, we extend

Kanzow and Schwartz’s results to the nonsmooth case. We show that if the equality functions and the

complementarity functions are affine, the inequality function is concave and the abstract constraint set

is polyhedral, then the MPEC generalized pseudo-normality holds at each feasible point. In [12], it was

shown that the MPEC generalized pseudo-normality is a sufficient condition for the existence of a local

error bound for a smooth MPEC. In this paper, we improve this result by showing that the MPEC

quasi-normality implies the existence of a local error bound under some reasonable conditions.

Recently, constraint qualifications such as quasi-normality (see [13]), Constant Positive Linear

Dependance (CPLD) (see [14]) and Relaxed Constant Positive Linear Dependence (RCPLD) (see [15])

have all been shown to provide weaker constraint qualifications than MFCQ. In this paper we introduce

a weaker version of the MPEC-CPLD and show that it is a stronger condition than the MPEC

generalized quasi-normality. Consequently this weaker version of the MPEC-CPLD is also a constraint

qualification for the enhanced M-stationary condition and a sufficient condition for the existence of a

local error bound.

The organization of the paper is as follows. In Section 2, we show that MPEC-LICQ is not a constraint

qualification if the objective function is nonsmooth. We derive the enhanced M-stationary condition and

introduce the corresponding new MPEC constraint qualifications. Finally we prove the error bound

results in Section 3 and give conclusions in Section 4.
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2 Enhanced Stationary Conditions

The MPEC considered in this paper is formulated as follows:

(MPEC) min
x∈X

f(x)

s.t. hi(x) = 0 i = 1, . . . , p, gj(x) ≤ 0 j = 1, . . . , q,

Gl(x) ≥ 0, Hl(x) ≥ 0, Gl(x)Hl(x) = 0 ∀l = 1, . . . ,m,

where f, hi(i = 1, . . . , p), gj(j = 1, . . . , q) : Rn → R are Lipschitz continuous around the point of interest,

Gl, Hl(l = 1, . . . ,m) : Rn → R are continuously differentiable, and X is a closed subset of Rn. Let x∗ be

a feasible point of problem (MPEC). We define the following index sets:

A(x∗) := {j|gj(x∗) = 0}

I00 := I00(x∗) := {l|Gl(x∗) = 0, Hl(x
∗) = 0},

I0+ := I0+(x∗) := {l|Gl(x∗) = 0, Hl(x
∗) > 0},

I+0 := I+0(x∗) := {l|Gl(x∗) > 0, Hl(x
∗) = 0}.

Recall that the MPEC-LICQ holds at a feasible point x∗ if the gradient vectors

{∇hi(x∗)|i = 1, . . . , p}, {∇gj(x∗)|j ∈ A(x∗)}, {∇Gl(x∗)|l ∈ I00 ∪ I0+}, {∇Hl(x
∗)|l ∈ I00 ∪ I+0}

are linearly independent (see [11]). The following example shows that MPEC-LICQ may not be a

constraint qualification for S-stationary condition if the objective function is not differentiable.

Example 2.1 Consider the MPEC: min−y + |x − y| subject to x ≥ 0, y ≥ 0, xy = 0. It is easy to see

that (0, 0) is a minimizer and MPEC-LICQ holds at every point of the feasible region. The S-stationary

condition is the existence of µ ≥ 0, ν ≥ 0 such that

 0

0

 =

 β

−1− β

+ µ

 −1

0

+ ν

 0

−1

 (1)

with β ∈ [−1, 1] being an element in the subdifferential of the convex function | · | at the origin. However,
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(1) never holds and hence (0, 0) is not an S-stationary point.

Remark 2.1 We may construct a class of MPECs with nonsmooth objectives which have local

minimizers satisfying MPEC-LICQ but not S-stationarity. Indeed, consider an MPEC with affine

complementarity constraints: min f(x) s.t. 0 ≤ G(x)⊥H(x) ≥ 0 where a⊥b means that the vectors a

and b are perpendicular. Since G(x) and H(x) are affine, a local optimal solution to the above MPEC is

also a local optimal solution to the penalized problem

min
[
f(x) +M(‖G(x)− y‖+ ‖H(x)− z‖)

]
s.t. 0 ≤ y⊥z ≥ 0

for some M > 0, where ‖ · ‖ denotes the Euclidean norm. For the penalized problem above, MPEC-LICQ

holds at each feasible point but the objective function is nonsmooth. However, a local optimal solution is

not always an S-stationary point for the penalized problem since otherwise it would be also an S-stationary

point for the original problem as well, which may not be true.

We now extend Kanzow and Schwartz’s result [12] to the nonsmooth MPEC. In the rest of this paper,

we denote by ∂f(x) the limiting subdifferential of function f at x and NX (x) the limiting normal cone

of set X at x ∈ X. For detailed information on variational analysis, the reader is referred to [16–18].

Theorem 2.1 Let x∗ be a local minimizer of problem (MPEC). Then, there are multipliers α, λ, µ, γ, ν

such that

(i) 0 ∈ α∂f(x∗) +
∑p
i=1 ∂(λihi)(x

∗) +
∑q
j=1 µj∂gj(x

∗)−
∑m
l=1[γl∇Gl(x∗) + νl∇Hl(x

∗)] +NX (x∗);

(ii) α ≥ 0, µ ≥ 0, γl = 0, ∀l ∈ I+0(x∗), νl = 0, ∀l ∈ I0+(x∗), and either γl > 0, νl > 0 or γlνl = 0

∀l ∈ I00(x∗);

(iii) α, λ, µ, γ, ν are not all equal to zero;

(iv) If λ, µ, γ, ν are not all equal to zero, then there exists a sequence {xk} ⊂ X converging to x∗ such

that for all k,

f(xk) < f(x∗),

if λi 6= 0, then λihi(x
k) > 0, if µj > 0, then µjgj(x

k) > 0,

if γl 6= 0, then γlGl(x
k) < 0, if νl 6= 0, then νlH(xk) < 0.
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Proof. The results can be proved by combining the techniques and the results in [12, Theorem 3.1]

and [13, Theorem 1].

Based on the result above, we define the following enhanced M-stationary conditions.

Definition 2.1 (Enhanced M-stationary conditions) Let x∗ be a feasible point of problem (MPEC).

We say the enhanced M-stationary condition holds at x∗ iff there are multipliers λ, µ, γ, ν such that

(i) 0 ∈ ∂f(x∗) +
∑p
i=1 ∂(λihi)(x

∗) +
∑q
j=1 µj∂gj(x

∗)−
∑m
l=1[γl∇Gl(x∗) + νl∇Hl(x

∗)] +NX (x∗);

(ii) µ ≥ 0, γl = 0, ∀l ∈ I+0(x∗), νl = 0, ∀l ∈ I0+(x∗), and either γl > 0, νl > 0 or γlνl = 0 ∀l ∈ I00(x∗);

(iv) If λ, µ, γ, ν are not all equal to zero, then there exists a sequence {xk} ⊂ X converging to x∗ such

that for all k,

if λi 6= 0, then λihi(x
k) > 0,

if µj > 0, then µjgj(x
k) > 0,

if γl 6= 0, then γlGl(x
k) < 0,

if νl 6= 0, then νlH(xk) < 0.

We call the multipliers λ, µ, γ, ν the MPEC quasi-normal multipliers corresponding to x∗.

Motivated by Theorem 2.1 and the related discussion in [13], we now introduce some MPEC-variant

CQs. Note that although Definition 2.2(d) is weaker than the MPEC-CPLD introduced in [19,20], where

all functions involved are continuously differentiable and X = Rm, for convenience we still refer to it as

MPEC-CPLD. The MPEC-RCPLD was first introduced in [21] and has been proven to be a sufficient

condition for M-stationarity in [22].

Definition 2.2 Let x∗ be a feasible solution of problem (MPEC).

(a) x∗ is said to satisfy MPEC-NNAMCQ iff there is no nonzero vector (λ, µ, γ, ν) such that

(i) 0 ∈
∑p
i=1 ∂(λihi)(x

∗) +
∑q
j=1 µj∂gj(x

∗)−
∑m
l=1[γl∇Gl(x∗) + νl∇Hl(x

∗)] +NX (x∗);

(ii) µ ≥ 0, γl = 0, ∀l ∈ I+0(x∗); νl = 0, ∀l ∈ I0+(x∗), and either γl > 0, νl > 0 or γlνl = 0

∀l ∈ I00(x∗).
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(b) x∗ is said to satisfy MPEC generalized pseudo-normality iff there is no nonzero vector (λ, µ, γ, ν)

such that

(i) 0 ∈
∑p
i=1 ∂(λihi)(x

∗) +
∑q
j=1 µj∂gj(x

∗)−
∑m
l=1[γl∇Gl(x∗) + νl∇Hl(x

∗)] +NX (x∗);

(ii) µ ≥ 0, γl = 0, ∀l ∈ I+0(x∗); νl = 0, ∀l ∈ I0+(x∗), and either γl > 0, νl > 0 or γlνl = 0

∀l ∈ I00(x∗);

(iii) There exists a sequence {xk} ⊂ X converging to x∗ such that for all k,

p∑
i=1

λihi(x
k) +

q∑
j=1

µjgj(x
k)−

m∑
l=1

[γlGl(x
k) + νlHl(x

k)] > 0.

(c) x∗ is said to satisfy MPEC generalized quasi-normality iff there is no nonzero vector (λ, µ, γ, ν)

such that

(i) 0 ∈
∑p
i=1 ∂(λihi)(x

∗) +
∑q
j=1 µj∂gj(x

∗)−
∑m
l=1[γl∇Gl(x∗) + νl∇Hl(x

∗)] +NX (x∗);

(ii) µ ≥ 0, γl = 0, ∀l ∈ I+0(x∗); νl = 0, ∀l ∈ I0+(x∗), and either γl > 0, νl > 0 or γlνl = 0

∀l ∈ I00(x∗).

(iii) If λ, µ, γ, ν are not all equal to zero, then there exists a sequence {xk} ⊂ X converging to x∗

such that, for all k,

if λi 6= 0, then λihi(x
k) > 0,

if µj > 0, then gj(x
k) > 0,

if γl 6= 0, then γlGl(x
k) < 0,

if νl 6= 0, then νlH(xk) < 0.

(d) In addition to the basic assumptions for the problem (MPEC), suppose that h, g are continuously

differentiable at x∗ and X = Rn. x∗ is said to satisfy MPEC-CPLD iff for any indices set I0 ⊂

P := {1, 2, . . . , p}, J0 ⊂ A(x∗), LG0 ⊂ I0+(x∗) ∪ I00(x∗) and LH0 ⊂ I+0(x∗) ∪ I00(x∗), whenever

there exist λi, µj ≥ 0 for all j ∈ J0, γl and νl not all zero, such that

0 =
∑
i∈I0

λi∇hi(x∗) +
∑
j∈J0

µj∇gj(x∗)−
∑
l∈LG

0

γl∇Gl(x∗)−
∑
l∈LH

0

νl∇Hl(x
∗)
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and either γlνl = 0 or γl > 0, νl > 0 ∀l ∈ I00(x∗), there is a neighborhood U(x∗) of x∗ such that,

for any x ∈ U(x∗),

({∇hi(x)|i ∈ I0}, {∇gj(x)|j ∈ J0}, {∇Gl(x)|l ∈ LG0 }, {∇Hl(x)|l ∈ LH0 })

are linearly dependent.

(e) In addition to the basic assumptions for the problem (MPEC), suppose that h, g are continuously

differentiable at x∗ and X = Rn. Let I0 ⊂ P be such that {∇hi(x∗)}i∈I0 is a basis for

span{∇hi(x∗)}i∈P. x∗ is said to satisfy MPEC RCPLD iff there is a neighborhood U(x∗) of x∗

such that

(i) {∇hi(x)}i∈P has the same rank for every x ∈ U(x∗).

(ii) For every J0 ⊂ A(x∗), LG0 ⊂ I0+(x∗) ∪ I00(x∗) and LH0 ⊂ I+0(x∗) ∪ I00(x∗), whenever there

exist λi, µj ≥ 0 for all j ∈ J0, γl and νl not all zero such that

0 =
∑
i∈I0

λi∇hi(x∗) +
∑
j∈J0

µj∇gj(x∗)−
∑
l∈LG

0

γl∇Gl(x∗)−
∑
l∈LH

0

νl∇Hl(x
∗),

and either γlνl = 0 or γl > 0, νl > 0 ∀l ∈ I00(x∗); then the vectors

({∇hi(x)|i ∈ I0}, {∇gj(x)|j ∈ J0}, {∇Gl(x)|l ∈ LG0 }, {∇Hl(x)|l ∈ LH0 })

are linearly dependent for any x ∈ U(x∗).

It is easy to see that

MPEC-NNAMCQ =⇒ MPEC generalized pseudo-normality =⇒ MPEC generalized quasi-normality.

For the standard nonsmooth nonlinear program where the equality functions are linear, inequality

functions are concave and there is no abstract constraint, [13, Proposition 3] showed that the pseudo-

normality holds automatically at any feasible point. In what follows, we extend this result to MPEC.

Theorem 2.2 Suppose that hi are linear, gj are concave, Gl, Hl are all linear and X is polyhedral. Then

any feasible point of problem (MPEC) is MPEC generalized pseudo-normal.
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Proof. We omit the abstract set X since it can be represented by several linear inequalities. We prove

the theorem by contradiction. To the contrary, suppose that there is a feasible point x∗ which is not

MPEC generalized pseudo-normal. Then there exists nonzero vector (λ, µ, γ, ν) ∈ Rp × Rq × Rm × Rm

and infeasible sequence {xk} ⊂ X converging to x∗ such that

0 ∈
p∑
i=1

λi∇hi(x∗) +

q∑
j=1

µj∂gj(x
∗)−

m∑
l=1

[γl∇Gl(x∗) + νl∇Hl(x
∗)], (2)

where µ ≥ 0, µj = 0 ∀j /∈ A(x∗), γl = 0 ∀l ∈ I+0(x∗), νl = 0 ∀l ∈ I0+(x∗) and either γlνl = 0 or

γl > 0, νl > 0 ∀l ∈ I00(x∗). Furthermore, for each k,

p∑
i=1

λihi(x
k) +

q∑
j=1

µjgj(x
k)−

m∑
l=1

[γlGl(x
k) + νlHl(x

k)] > 0. (3)

By the linearity of hi, Gl, Hl and concavity of gj , we have that, for all x ∈ Rn,

hi(x) = hi(x
∗) +∇hi(x∗)T (x− x∗) i = 1, . . . , p,

Gl(x) = Gl(x
∗) +∇Gl(x∗)T (x− x∗) l = 1, . . . ,m,

Hl(x) = Hl(x
∗) +∇Hl(x

∗)T (x− x∗) l = 1, . . . ,m,

gj(x) ≤ gj(x
∗) + ξTj (x− x∗) ∀ξj ∈ ∂gj(x∗), j = 1, . . . , q.

By multiplying these four relations with λi, γl, νl and µj and by adding over i, l and j respectively, we

obtain that, for all x ∈ Rm and all ξj ∈ ∂gj(x∗), j = 1, . . . , q,

p∑
i=1

λihi(x) +

q∑
j=1

µjgj(x)−
m∑
l=1

(γlGl(x) + νlHl(x))

≤
p∑
i=1

λihi(x
∗) +

q∑
j=1

µjgj(x
∗)−

m∑
l=1

(γlGl(x
∗) + νlHl(x

∗))

+
[ p∑
i=1

λi∇hi(x∗) +

q∑
j=1

µjξj −
m∑
l=1

(γl∇Gl(x∗) + νl∇Hl(x
∗))
]T

(x− x∗)

=
[ p∑
i=1

λi∇hi(x∗) +

q∑
j=1

µjξj −
m∑
l=1

(γl∇Gl(x∗) + νl∇Hl(x
∗))
]T

(x− x∗),
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where the last equality holds because we have

λihi(x
∗) = 0 for all i and

q∑
j=1

µjgj(x
∗) = 0,

m∑
l=1

γlGl(x
∗) = 0,

m∑
l=1

νlHl(x
∗) = 0.

By (2), there exists ξ∗j ∈ ∂gj(x∗), j = 1, . . . , q such that

p∑
i=1

λi∇hi(x∗) +

q∑
j=1

µjξ
∗
j −

m∑
l=1

[γl∇Gl(x∗) + νl∇Hl(x
∗)] = 0.

Hence it follows that for all x ∈ Rn,
∑p
i=1 λihi(x) +

∑q
j=1 µjgj(x)−

∑m
l=1[γlGl(x) + νlHl(x)] ≤ 0 which

contradicts (3). The proof is complete.

The CPLD was introduced by Qi and Wei in [14] and was used to analyze SQP algorithms. [23]

showed that for smooth nonlinear programs, the CPLD condition implies the quasi-normality and hence

is a constraint qualification as well. In what follows, we show that the MPEC-CPLD introduced in this

paper implies MPEC generalized quasi-normality. We first recall the following lemma, a proof of which

may be found in [15, Lemma 1].

Lemma 2.1 If x =
∑m+p
i=1 αiνi with νi ∈ Rn for every i, {νi}mi=1 is linearly independent and αi 6= 0

for every i = m + 1, . . . ,m + p, then there exist J ⊂ {m + 1, . . . ,m + p} and scalars ᾱi for every

i ∈ {1, . . . ,m} ∪ J such that

• x =
∑
i∈i,...,m∪J ᾱiνi,

• αiᾱi > 0 for every i ∈ J ,

• {νi}i∈{i,...,m}∪J is linearly independent.

Theorem 2.3 Let x be a feasible solution of problem (MPEC) where h, g are continuously differentiable

such that MPEC-CPLD holds. Then x is MPEC generalized quasi-normal.

Proof. For brevity, we drop the equality and the inequality constraint in the proof, since the main

difficulties are induced by the complementarity constraints. Assume that x is feasible and the MPEC-

CPLD condition holds at x. If x satisfies MPEC-NNAMCQ, we are done. Suppose MPEC-NNAMCQ

does not hold. Then, there exists nonzero vector (γ, ν) ∈ Rm × Rm such that 0 = −
∑m
l=1[γl∇Gl(x) +

νl∇Hl(x)], γl = 0 ∀l ∈ I+0(x), νl = 0 ∀l ∈ I0+(x) and either γlνl = 0 or γl > 0, νl > 0 ∀l ∈ I00(x).
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Define the index sets:

LG+(x) := {l ∈ I0+(x)|γl > 0}, LG−(x) := {l ∈ I0+(x)|γl < 0},

LH+ (x) := {l ∈ I+0(x)|νl > 0}, LH− (x) := {l ∈ I+0(x)|νl < 0},

I++
00 (x) := {l ∈ I00(x)|γl > 0, νl > 0}, I+0

00 (x) := {l ∈ I00(x)|γl > 0, νl = 0},

I−0
00 (x) := {l ∈ I00(x)|γl < 0, νl = 0}, I0+

00 (x) := {l ∈ I00(x)|γl = 0, νl > 0},

I0−
00 (x) := {l ∈ I00(x)|γl = 0, νl < 0}.

Since (γ, ν) is a nonzero vector, the union of the above sets must be nonempty and we may write

0 = −[
∑

l∈LG
+(x)

γl∇Gl(x) +
∑

l∈LG
−(x)

γl∇Gl(x)]− [
∑

l∈LH
+ (x)

νl∇Hl(x) +
∑

l∈LH
− (x)

νl∇Hl(x)]

−
∑

l∈I++
00 (x)

[γl∇Gl(x) + νl∇Hl(x)]− [
∑

l∈I+0
00 (x)

γl∇Gl(x) +
∑

l∈I−0
00 (x)

γl∇Gl(x)]

−[
∑

l∈I0+00 (x)

νl∇Hl(x) +
∑

l∈I0−00 (x)

νl∇Hl(x)].

Assume first that LG+(x) is nonempty. Let l1 ∈ LG+(x). Then,

−γl1∇Gl1(x) =
∑

l∈LG
+(x)\{l1}

γl∇Gl(x) +
∑

l∈LG
−(x)

γl∇Gl(x)] + [
∑

l∈LH
+ (x)

νl∇Hl(x) +
∑

l∈LH
− (x)

νl∇Hl(x)]

+
∑

l∈I++
00 (x)

[γl∇Gl(x) + νl∇Hl(x)] + [
∑

l∈I+0
00 (x)

γl∇Gl(x) +
∑

l∈I−0
00 (x)

γl∇Gl(x)]

+[
∑

l∈I0+00 (x)

νl∇Hl(x) +
∑

l∈I0−00 (x)

νl∇Hl(x)].

If ∇Gi1(x) = 0, the single-element set {∇Gi1(x)} is linearly dependent. By MPEC-CPLD, the set

{∇Gi1(y)} must be linearly dependent for all y in some neighborhood of x. Therefore, ∇Gi1(y) = 0 for

all y in an open neighborhood of x. Since Gi1(x) = 0, this implies that Gi1(y) = 0 for all y in that

neighborhood. Hence for any sequence xk → x, Gi1(xk) = 0 always holds. That is, there is no sequence

xk → x such that λi1Gi1(xk) > 0.
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Assume now that ∇Gi1(x) 6= 0. Then, by Lemma 2.1, there exist index sets

L̄G+(x) ⊂ LG+(x) \ {i1}, L̄G−(x) ⊂ LG−(x), L̄H+ (x) ⊂ LH+ (x), L̄H− (x) ⊂ LH− (x)

Ī++
00 (x) ⊂ I++

00 (x), Ī+0
00 (x) ⊂ I+0

00 (x), Ī−0
00 (x) ⊂ I−0

00 (x), Ī0+
00 (x) ⊂ I0+

00 (x), Ī0−
00 (x) ⊂ I0−

00 (x)

such that the vectors

{∇Gl(x)}l∈L̄G
+(x), {∇Gl(x)}l∈L̄G

−(x), {∇Hl(x)}l∈L̄H
+ (x), {∇Hl(x)}l∈L̄H

− (x),

{∇Gl(x)}l∈Ī++
00 (x), {∇Hl(x)}l∈Ī++

00 (x), {∇Gl(x)}l∈Ī+0
00 (x), {∇Gl(x)}l∈Ī−0

00 (x),

{∇Hl(x)}l∈Ī0+00 (x), {∇Hl(x)}l∈Ī0−00 (x)

are linearly independent and

−γl1∇Gl1(x) = [
∑

l∈L̄G
+(x)

γ̄l∇Gl(x) +
∑

l∈L̄G
−(x)

γ̄l∇Gl(x)] + [
∑

l∈L̄H
+ (x)

ν̄l∇Hl(x) +
∑

l∈L̄H
− (x)

ν̄l∇Hl(x)]

+
∑

l∈Ī++
00 (x)

[γ̄l∇Gl(x) + ν̄l∇Hl(x)] + [
∑

l∈Ī+0
00 (x)

γ̄l∇Gl(x) +
∑

l∈Ī−0
00 (x)

γ̄l∇Gl(x)]

+[
∑

l∈Ī0+00 (x)

ν̄l∇Hl(x) +
∑

l∈Ī0−00 (x)

ν̄l∇Hl(x)]

with

γ̄l > 0,∀l ∈ L̄G+(x), γ̄l < 0,∀l ∈ L̄G−(x), ν̄l > 0,∀l ∈ L̄H+ (x), νl < 0,∀l ∈ L̄H− (x),

γ̄l > 0, νl > 0,∀l ∈ Ī++
00 (x), γ̄l > 0,∀l ∈ Ī+0

00 (x), γ̄l < 0,∀l ∈ Ī−0
00 (x),

ν̄l > 0,∀l ∈ Ī0+
00 (x), ν̄l < 0,∀l ∈ Ī0−

00 (x).

By the linear independence of the vectors and continuity arguments, the vectors

{∇Gl(y)}l∈L̄G
+(x), {∇Gl(y)}l∈L̄G

−(x), {∇Hl(y)}l∈L̄H
+ (x), {∇Hl(x)}l∈L̄H

− (x), {∇Gl(y)}l∈Ī++
00 (x),

{∇Hl(y)}l∈Ī++
00 (x), {∇Gl(y)}l∈Ī+0

00 (x), {∇Gl(y)}l∈Ī−0
00 (x), {∇Hl(y)}l∈Ī0+00 (x), {∇Hl(y)}l∈Ī0−00 (x)
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are linearly independent for all y in a neighborhood of x. However, by the MPEC-CPLD assumption,

the vectors

γi1∇Gi1(y), {∇Gl(y)}l∈L̄G
+(x), {∇Gl(y)}l∈L̄G

−(x), {∇Hl(y)}l∈L̄H
+ (x), {∇Hl(x)}l∈L̄H

− (x),

{∇Gl(y)}l∈Ī++
00 (x), {∇Hl(y)}l∈Ī++

00 (x), {∇Gl(y)}l∈Ī+0
00 (x), {∇Gl(y)}l∈Ī−0

00 (x),

{∇Hl(y)}l∈Ī0+00 (x), {∇Hl(y)}l∈Ī0−00 (x)

are linearly dependent for all y in a neighborhood of x. Therefore, λi1∇Gi1(y) must be a linear

combination of the vectors for all y in a neighborhood of x.

By [23, Lemma 3.2], there exists a smooth function ϕ defined in a neighborhood of (0, . . . , 0) such

that, for all y in a neighborhood of x,

−λi1Gi1(y) = ϕ
(
{Gl(y)}l∈L̄G

+(x), {Gl(y)}l∈L̄G
−(x), {Hl(y)}l∈L̄H

+ (x), {Hl(y)}l∈L̄H
− (x),

{Gl(y)}l∈Ī++
00 (x), {Hl(y)}l∈Ī++

00 (x), {Gl(y)}l∈Ī+0
00 (x), {Gl(y)}l∈Ī−0

00 (x),

{Hl(y)}l∈Ī0+00 (x), {Hl(y)}l∈Ī0−00 (x)

)
,

∇ϕ(0, . . . , 0) = ({γ̄}l∈L̄G
+(x), {γ̄}l∈L̄G

−(x), {ν̄}l∈L̄H
+ (x), {ν̄}l∈L̄H

− (x), {γ̄}l∈Ī++
00 (x),

{ν̄}l∈Ī++
00 (x), {γ̄}l∈Ī+0

00 (x), {γ̄}l∈Ī−0
00 (x), {ν̄}l∈Ī0+00 (x), {ν̄}l∈Ī0−00 (x)).

Now suppose that {xk} is an infeasible sequence that converges to x and such that

Gl(x
k) > 0,∀l ∈ L̄G+(x), Gl(x

k) < 0,∀l ∈ L̄G−(x),

Hl(x
k) > 0,∀l ∈ L̄H+ (x), Hl(x

k) < 0,∀l ∈ L̄G−(x),

Gl(x
k) < 0, Hl(x

k) < 0,∀l ∈ Ī++
00 (x),

Gl(x
k) < 0,∀l ∈ Ī+0

00 (x), Gl(x
k) > 0,∀l ∈ Ī−0

00 (x),

Hl(x
k) < 0,∀l ∈ Ī0+

00 (x), Hl(x
k) > 0,∀l ∈ Ī0−

00 (x).

By virtue of Tarloy’s expansion of ϕ at (0, . . . , 0), for k large enough, we must have −λi1Gi1(xk) ≥ 0.

Again, there is no sequence xk → x such that λi1Gi1(xk) > 0.

12



The proofs for the other cases are entirely analogous to the proof for this case. Therefore, MPEC-

CPLD implies MPEC generalized quasi-normality.

The following result follows immediately from Theorem 2.3 and the definitions of the three constraint

qualifications.

Corollary 2.1 Let x∗ be a local minimizer of problem (MPEC). If x∗ satisfies MPEC-CPLD, or is

MPEC generalized pseudo-normal, or MPEC generalized quasi-normal, x∗ is an enhanced M-stationary

point.

3 Error Bound

As one of their main results, Kanzow and Schwartz proved in [12] that the MPEC generalized pseudo-

normality implies the existence of a local error bound for smooth MPECs. Combining the proof techniques

of [13, Theorem 4] and [12, Theorem 4.5], we can extend [12, Theorem 4.5] to the nonsmooth MPEC.

The MPEC generalized quasi-normality is weaker than the MPEC generalized pseudo-normality. It is

desirable to find conditions under which the existence of a local error bound holds under the MPEC

generalized quasi-normality. We will answer this question in Theorem 3.1. Before we can do so, we need

to prove some preliminary results, which will facilitate the proof of Theorem 3.1.

Lemma 3.1 If a feasible point x∗ is MPEC generalized quasi-normal, then all feasible points in a

neighborhood of x∗ are MPEC generalized quasi-normal.

Proof. For simplicity, we drop the equality and the inequality constraints in the proof. Assume that

the claim is not true. Then we can find a sequence {xk} such that xk 6= x∗ for all k, xk → x∗ and xk

is not quasi-normal for all k. This implies, for each k, the existence of scalars {γk, νk} not zero and a

sequence {xk,t} ⊂ X such that

(1) 0 ∈ −
∑m
l=1[γkl ∇Gl(xk) + νkl ∇Hl(x

k)] +NX (xk),

(2) γkl = 0 ∀l ∈ I+0(xk), νkl = 0 ∀l ∈ I0+(xk) and either γkl ν
k
l = 0 or γkl > 0, νkl > 0 ∀l ∈ I00(xk),

(3) {xk,t} converges to xk as t → ∞, and for each t, −γkl Gl(xk,t) > 0,∀l ∈ Gk, −νkl Hl(x
k,t) > 0,∀l ∈

Hk, where Gk = {l|γkl 6= 0} and Hk = {l|νkl 6= 0}.
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For each k, denote by γ̃k := γk

‖(γk,νk)‖ , ν̃
k := νk

‖(γk,νk)‖ . Assume without any loss of generality that

(γ̃k, ν̃k)→ (γ∗, ν∗). Dividing both sides of (1) above by ‖(γk, νk)‖ and taking the limit, we have

(1) 0 ∈ −
∑m
l=1[γ∗l ∇Gl(x∗) + ν∗l ∇Hl(x

∗)] +NX (x∗),

(2) γ∗l = 0 ∀l ∈ I+0(x∗), ν∗l = 0 ∀l ∈ I0+(x∗) and either γ∗l ν
∗
l = 0 or γ∗l > 0, ν∗l > 0 ∀l ∈ I00(x∗),

(3) {ςk} converges to x∗ as k → ∞, and for each l, −γ∗l Gl(ςk) > 0, ∀l ∈ G, −ν∗l Hl(ς
k) > 0,∀l ∈ H,

where G = {l|γ∗l 6= 0},H = {l|ν∗l 6= 0}.

Indeed, for indices l ∈ I00(x∗), for each k,

γ̃kl = 0, ν̃kl free, if l ∈ I+0(xk),

γ̃kl free, ν̃
k
l = 0, if l ∈ I0+(xk),

either γ̃kl ν̃
k
l = 0 or γ̃kl > 0, ν̃kl > 0, if l ∈ I00(xk),

and hence that either γ∗l ν
∗
l = 0 or γ∗l > 0, ν∗l > 0 ∀l ∈ I00(x∗). The existence of scalars {γ∗, ν∗} and

sequence {ςk} violates the MPEC quasi-normality of x∗, thus completing the proof.

Recall that for a closed subset Ω ⊂ Rn and x̄ ∈ Ω, the proximal normal cone to Ω at x̄ and the Fréchet

(regular) normal cone to Ω at x̄ are the convex cones

N π
Ω (x̄) :=

{
ξ ∈ Rn|∃σ > 0 s.t. 〈ξ, x− x̄〉 ≤ σ‖x− x̄‖2 ∀x ∈ Ω

}
,

NF
Ω (x̄) :=

{
ξ ∈ Rn| lim sup

x→x̄,x∈Ω

〈ξ, x− x̄〉
‖x− x̄‖

≤ 0

}

respectively, and NΩ(x̄) := lim sup
x→x̄

NF
Ω (x̄) = lim sup

x→x̄
N π

Ω (x̄), where lim sup
x→x̄

Φ(x) denotes the Kuratowski-

Painlevé upper (outer) limit. In the following result, we obtain a specific representation of the limiting

normal cone to the constraint region in terms of the set of MPEC quasi-normal multipliers.

Proposition 3.1 If x̄ is MPEC generalized quasi-normal for C, then

NC(x̄) ⊂


p∑
i=1

∂(λihi)(x̄) +

q∑
j=1

µj∂gj(x̄)−
m∑
l=1

[γl∇Gt(x̄) + νl∇Ht(x̄)] +NX (x̄)|(λ, µ, γ, ν) ∈MQ(x̄)

 ,

where MQ(x̄) denotes the set of quasi-normal multipliers corresponding to x̄.
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Proof. For simplicity, we omit the equality and the inequality constraints in the proof. Let v be an

element of set NC(x̄). By definition, there are sequences xl → x̄ and vl → v with vl ∈ NF
C (xl) and xl ∈ C.

Step 1. By Lemma 3.1, for l sufficiently large, xl is MPEC generalized quasi-normal. By [18, Theorem

6.11], for each l, there exists a smooth function ϕl that achieves a strict global minimum over C at xl with

−∇ϕl(xl) = vl. Since xl is a MPEC generalized quasi-normal vector of C, by Theorem 2.1, enhanced M

stationary condition holds for problem minϕl(x) s.t. x ∈ C. That is, there exists a vector (γl, νl) such

that

vl ∈ −
m∑
t=1

[γlt∇Gt(xl) + νlt∇Ht(x
l)] +NX (x̄), (4)

with γlt = 0 ∀t ∈ I+0(xl), νlt = 0 ∀l ∈ I0+(xl) and either γltν
l
t = 0 or γlt > 0, νlt > 0 ∀l ∈ I00(xl).

Moreover let Gl = {l|γlt 6= 0},Hl = {t|νlt 6= 0}, then there exists a sequence {xl,k} converging to xl as

k →∞ such that for all k, −γltGt(xl,k) > 0,∀t ∈ Gl, −νltHt(x
l,k) > 0,∀t ∈ Hl.

Step 2. We show that the sequence {γl, νl} is bounded. To the contrary, suppose that the sequence

{γl, νl} is unbounded. For every l, denote by γ̃l := γl

‖(γl,νl)‖ , ν̃
l := νl

‖(γl,νl)‖ . Assume without any loss of

generality that (γ̃l, ν̃l)→ (γ∗, ν∗). Dividing both sides of (4) by ‖(γl, νl)‖ and taking the limit; similarly

to the proof of Lemma 3.1, we obtain

(1) 0 ∈ −
∑m
t=1[γ∗t∇Gt(x̄) + ν∗t∇Ht(x̄)] +NX (x̄),

(2) γ∗t = 0 ∀t ∈ I+0(x̄), ν∗t = 0 ∀t ∈ I0+(x̄) and either γ∗t ν
∗
t = 0 or γ∗t > 0, ν∗t > 0 ∀t ∈ I00(x̄),

(3) {ς l} converges to x̄ as l→∞, and for each l, −γ∗tGt(ς l) > 0, ∀t ∈ G, −ν∗tHt(ς
l) > 0,∀t ∈ H, where

G = {t|γ∗t 6= 0},H = {t|ν∗t 6= 0}.

However, this is impossible since x̄ is assumed to be MPEC quasi-normal, and hence the sequence

{γl, νl} must be bounded.

Step 3. By virtue of Step 2, without any loss of generality, we assume that {γl, νl} converges to {γ, ν}

as l→∞. Taking the limit in (4) as l→∞, we have

v ∈ −
m∑
l=1

[γl∇Gl(x̄) + νl∇Hl(x̄)] +NX (x̄).
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with γt = 0 ∀t ∈ I+0(x̄), νt = 0 ∀t ∈ I0+(x̄) and either γtνt = 0 or γt > 0, νt > 0 ∀t ∈ I00(x̄). Similarly

to Step 2, we can find a subsequence {ς l} that converges to x̄ as l→∞, and for each l,

−γtGt(ς l) > 0, ∀t ∈ G, −νtHt(ς
l) > 0,∀t ∈ H,

where G = {t|γt 6= 0},H = {t|νt 6= 0}.

Taking into account the previous two results, we are now able to get a local error bound result

for MPECs under the MPEC quasi-normality. Note that for a function g : Rn → R, we denote by

g+(x) := max{0, g(x)} and, if it is vector-valued, then the maximum is taken component-wise.

Theorem 3.1 Let x∗ ∈ C, the feasible region of problem (MPEC). Assume that hi are C1, gj(x) are

subdifferentially regular around x∗ in the sense of [17, Definition 1.91(i)] (automatically holds when gj

are convex or C1 around x∗), X is a nonempty, closed and regular in the sense that NX (x) = NF
X (x) for

all x ∈ Ω. If x∗ is MPEC generalized quasi-normal and the strict complementarity condition holds at x∗,

then there are δ, c > 0 such that

distC(x) ≤ c(‖h(x)‖1 + ‖g+(x)‖1 +

m∑
l=1

distΩ(Gl(x), Hl(x))), x ∈ B(x∗, δ/2) ∩ X , (5)

where Ω := {(a, b) ∈ R|a ≥ 0, b ≥ 0, ab = 0}, distΩ(x) is the distance from x to set Ω. and ‖ · ‖1 denotes

the l1−norm.

Proof. For simplicity, we omit the equality constraints in the proof. By assumption we can find δ0 > 0

such that gj(x) are subdifferentially regular for all x ∈ B(x∗, δ0), the open ball centered at x∗ with radius

δ0. Since the required assertion is always true if x∗ is in the interior of set C, we only need to consider

the case when x∗ is in the boundary of C. In this case, (5) can be violated only for x /∈ C. Let us take

some sequences {xk} and {xk} , such that xk → x∗, xk ∈ X \ C, and xk =
∏
C(x

k), the projection of xk

onto the set C. Note that xk → x∗, since ‖xk − xk‖ ≤ ‖xk − x∗‖. For simplicity, we may assume both

{xk} and {xk} belong to B(x∗, δ0) ∩ X .

Since xk − xk ∈ N π
C (xk) ⊂ NF

C (xk), we have ηk = x
k−xk

‖xk−xk‖ ∈ N
F
C (xk).

Since x∗ is quasi-normal, it follows from Lemma 3.1 that the point xk is also quasi-normal for all

sufficiently large k and, without any loss of generality, we may assume that all xk are quasi-normal.
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Then, employing Proposition 3.1, there exists a sequence {µk, γk, νk} such that

ηk ∈
q∑
j=1

µkj ∂gj(x
k)−

m∑
l=1

[γkl ∇Gl(xk) + νkl ∇Hl(x
k)] +NX (xk), (6)

µk ≥ 0, µkj = 0 ∀j /∈ A(xk), γkl = 0 ∀l ∈ I+0(xk), νkl = 0 ∀l ∈ I0+(xk) and either γkl ν
k
l = 0 or

γkl > 0, νkl > 0 ∀l ∈ I00(xk), and there exists a sequence {xk,s} ⊂ X , such that xk,s → xk as s→∞ and

for all s, µkj gj(x
k,s) > 0 for j ∈ Jk and −γkl Gl(xk,s) > 0, ∀l ∈ Gk, −νkl Hl(x

k,s) > 0,∀l ∈ Hk, where

Jk = {j|µkj > 0} and Gk = {l|γkl 6= 0},Hk = {l|νkl 6= 0}. As in the proof of Step 2 in Proposition 3.1, we

can show that the quasi-normality of x∗ implies that the sequence {µk, γk, νk} is bounded. Therefore,

without any loss of generality, we may assume {µk, γk, νk} converges to some vector {µ∗, γ∗, ν∗}. Then

there exists a number M0 > 0, such that for all k, ‖(µk, γk, νk)‖ ≤ M0. Without any loss of generality,

we may assume that xk ∈ B(x∗, δ02 ) \ C and xk ∈ B(x∗, δ0) for all k. Setting (µ̄k, γ̄k, ν̄k) = 2(µk, γk, νk),

then from (6), for each k, there exist ρkj ∈ ∂gj(xk),∀j = 1, . . . , q and ωk ∈ NX (xk) such that

x
k − xk

‖xk − xk‖
=

xk − xk

‖xk − xk‖
+

q∑
j=1

µ̄kj ρ
k
j −

m∑
l=1

[γ̄k∇Gl(xk) + ν̄kl ∇Hl(x
k)] + ωk.

We obtain from the discussion above that

‖xk − xk‖ = 〈 x
k − xk

‖xk − xk‖
,xk − xk〉

=
〈 xk − xk

‖xk − xk‖
,xk − xk

〉
+

q∑
j=1

〈
µ̄kj ρ

k
j ,x

k − xk
〉

−
m∑
l=1

〈
γ̄kl ∇Gl(xk) + ν̄kl ∇Hl(x

k),xk − xk
〉

+
〈
ωk,xk − xk

〉
≤

q∑
j=1

〈
µ̄kj ρ

k
j ,x

k − xk
〉
−

m∑
l=1

〈
γ̄kl ∇Gl(xk) + ν̄kl ∇Hl(x

k),xk − xk
〉

+ o(‖xk − xk‖)

≤
q∑
j=1

µ̄kj

(
gj(x

k) + o(‖xk − xk‖)
)
−

m∑
l=1

γ̄kl

(
Gl(x

k) + o(‖xk − xk‖)
)

−
m∑
l=1

ν̄kl

(
Hl(x

k) + o(‖xk − xk‖)
)

+ o(‖xk − xk‖)

≤ 2
[ q∑
j=1

µkj gj(x
k)−

m∑
l=1

(
γkl Gl(x

k) + νkl Hl(x
k)
)]

+ 2
∣∣∣ q∑
j=1

µkj +

m∑
l=1

γkl +

m∑
l=1

νkl + 1
∣∣∣o(‖xk − xk‖)

≤ 2
[ q∑
j=1

µkj gj(x
k)−

m∑
l=1

(
γkl Gl(x

k) + νkl Hl(x
k)
)]

+
1

2
‖xk − xk‖,
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where the first inequality comes from the fact that X is regular, the second comes from the subdifferential

regularity assumption of gj(x) in B(x∗, δ0), and the last one is valid because, without any loss of generality,

we may assume for k sufficiently large, o(‖xk − xk‖) ≤ 1
4(M0+1)‖x

k − xk‖ since xk − xk → 0 as k tends

to infinity. This means

distC(x
k) = ‖xk − xk‖ ≤ 4M0

( q∑
i=1

g+
j (xk) + φ(G(xk), H(xk))

)
,

where φ(G(xk), H(xk)) =
∑m
l=1 max{−Gl(xk),−Hl(x

k), Gl(x
k) −Hl(x

k),min{Gl(xk), Hl(x
k)}}. Thus,

for any sequence {xk} ⊂ X converging to x∗ there exists a number c > 0 such that

distC(x
k) ≤ c(‖g+(xk)‖1 +

m∑
l=1

distΩ(Gl(x
k), Hl(x

k))) ∀k = 1, 2, . . . .

This further implies the error bound property at x∗. Indeed, suppose the contrary. Then there exists

a sequence x̃k → x∗, such that x̃k ∈ X \ C and

distC(x̃
k) > c(‖g+(x̃k)‖1 +

m∑
l=1

distΩ(Gl(x̃
k), Hl(x̃

k)))

for all k = 1, 2, . . . , which is a contradiction.

4 Conclusions

We have shown that the MPEC-LICQ is not a constraint qualification for S-stationary condition if the

objective function is not differentiable. Moreover, we have derived the enhanced M-stationary condition

and introduced the associated generalized pseudo-normality and quasi-normality conditions for

nonsmooth MPECs. We have also introduced a weaker version of the MPEC-CPLD and shown that it

implies the MPEC quasi-normality. Finally we have shown the existence of a local error bound under

either the MPEC generalized pseudo-normality or quasi-normality under subdifferential regularity

condition.
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