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Abstract. In this paper we study the bilevel dynamic problem, which is a hierarchy of two
dynamic optimization problems, where the constraint region of the upper level problem is determined
implicitly by the solutions to the lower level optimal control problem. To obtain optimality conditions,
we reformulate the bilevel dynamic problem as a single level optimal control problem that involves the
value function of the lower-level problem. Sensitivity analysis of the lower-level problem with respect
to the perturbation in the upper-level decision variable is given and first-order necessary optimality
conditions are derived by using nonsmooth analysis. A constraint qualification of calmness type and
a sufficient condition for the calmness are also given.

Key words. necessary conditions, bilevel dynamic problems, sensitivity analysis, nonsmooth
analysis, value function, constraint qualification, calmness condition

AMS subject classifications. 90D65, 49K4

PII. S0363012993256150

1. Introduction. Let us consider a two-level hierarchical system where two de-
cision makers try to find best decisions with respect to certain, but generally different,
goals. Moreover, assume that these decision makers cannot act independently of each
other but only according to a certain hierarchy whereby the optimal strategy chosen
by the lower level (hereafter the “follower”) depends on the strategy selected by the
upper level (hereafter the “leader”). On the other hand, let the objective function of
the leader depend not only on his own decision but also on the reaction of the follower.
Then while having the first choice, the leader is able to evaluate the true value of his
own selection only after knowing the follower’s possible reactions. Assume that the
game is cooperative; i.e., if the follower’s problem has several optimal decisions for a
given leader’s decision, then the follower allows the leader to choose which of them is
actually used. Thus the leader will choose his optimal decision among all decisions
available and the follower’s optimal decision to minimize his objective. In particular,
we consider a hierarchical dynamical system, where the state x(t) ∈ Rd is influenced
by the decisions of both leader and follower u(·) and v(·). The state x(t) ∈ Rd is
described by

ẋ(t) = φ(t, x(t), u(t), v(t)) almost everywhere (a.e.) t ∈ [t0, t1],
x(t0) = x0,

where u(t) ∈ U , a closed subset of Rn and v(t) ∈ W (t) ⊂ Rm for almost all t ∈
[t0, t1]. In mathematical terms, given any control function u(·) selected by the leader,
the follower faces the ordinary (single-level) optimal control problem involving a
parameter u,

P2(u) min J2(x, u, v) =
∫ t1

t0

G(t, x(t), u(t), v(t))dt+ g(x(t1))
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subject to (s.t.) ẋ(t) = φ(t, x(t), u(t), v(t)) a.e.,

x(t0) = x0,

v(t) ∈W (t) a.e.,

while the leader faces the bilevel dynamic problem,

P1 min J1(x, u, v) =
∫ t1

t0

F (t, x(t), u(t), v(t))dt+ f(x(t1))

over u ∈ L2([t0, t1], U) and all solutions (x, v) of P2(u).

The bilevel static problem, where both the leader’s and the follower’s decisions are
vectors instead of control functions, was first introduced by von Stackelberg [14] for
an economic model. The bilevel dynamic problems were first considered by Chen and
Cruz in [2]. Most of the bilevel (static or dynamic) problems are attacked by reducing
the bilevel problem to a single-level problem with the first-order necessary optimality
conditions for the lower-level problem as additional constraints (cf. Bard and Falk [1]
and Zhang [20], [21] for bilevel static problems, Chen and Cruz [2] and Zhang [20] for
bilevel dynamic problems). The reduction is equivalent provided the lower-level opti-
mal control problem is convex, since in this case the first-order necessary optimality
condition is also sufficient. Apart from the strong convexity assumption, the resulting
optimality conditions of the above approach involve second-order derivatives and a
larger system, since the reduced problem minimizes over the set of original decision
variables as well as the set of multipliers of the lower-level problem.

To our knowledge, there is no optimality condition for a general bilevel dynamic
problem to date. The necessary condition obtained by Chen and Cruz in [2] holds
in the case where Pontryagin’s maximum principle for the lower-level optimal control
problem is sufficient for optimality and no bounds are allowed for the control func-
tions. The necessary condition was stated in a normal form (i.e., the multiplier for the
objective function of the upper-level problem is 1) that holds only when the reduced
single-level optimal control problem is calm (see [3] for definition). The necessary con-
dition obtained by Zhang in [20] is only for a bilevel dynamic problem in which the
dynamics are linear in the state and control variables and require convexity assump-
tions on the objective function of the lower-level problem. The purpose of this paper
is to provide first-order necessary optimality conditions for problem P1 under very
general assumptions (in particular, without convexity assumptions and with bounds
on the control functions).

Define the value function of the lower-level optimal control problem as an extended-
valued functional V (u) : L2([t0, t1], U)→ R̄ defined by

V (u) := inf


∫ t1
t0
G(t, x(t), u(t), v(t))dt+ g(x(t1)) : ẋ(t) = φ(t, x(t), u(t), v(t)) a.e.

v(t) ∈W (t) a.e.
x(t0) = x0

 ,

where R̄ := R ∪ {−∞} ∪ {+∞} is the extended real line and inf ∅ = +∞ by conven-
tion. Our approach is to reformulate P1 as the following single-level optimal control
problem:

P̃1 min J1(u, v) =
∫ t1

t0

F (t, x(t), u(t), v(t))dt+ f(x(t1))
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s.t. ẋ(t) = φ(t, x(t), u(t), v(t)) a.e.,

x(t0) = x0,

u(·) ∈ L2([t0, t1], U), v(t) ∈W (t) a.e.,∫ t1

t0

G(t, x(t), u(t), v(t))dt+ g(x(t1))− V (u) = 0.(1)

The above problem is obviously equivalent to the original bilevel dynamic problem
P1 and is a nonstandard optimal control problem since the constraint (1) involves a
functional defined by the value function V (u) of the lower-level optimal control prob-
lem. In general V (u) is not an explicit function of the problem data and is nonsmooth
even in the case where all problem data are smooth functions. To derive a necessary
condition for optimality for problem P1, one needs to study Lipschitz continuity and
generalized gradients of the value function V (u) and develop a necessary optimality
condition for the nonstandard optimal control problem with functional constraints
(1). Recent developments in nonsmooth analysis allow us to study Lipschitz continu-
ity and generalized gradients of the value function V (u) with respect to a nonadditive
infinite-dimensional perturbation u. We then reformulate the nonstandard optimal
control problem as an infinite-dimensional optimization problem and use a result due
to Ioffe [8] to derive a necessary optimality condition for the nonstandard optimal
control problem with functional constraints.

The approach of reducing a bilevel problem to a single-level problem using the
value function was used in the literature (see [11], [12]) for numerical purposes and
for deriving first-order necessary conditions for the static bilevel optimization problem
[17], [18]. The essential issue in the static case is the constraint qualification since the
generalized differentiability of the value function in the finite-dimensional case is well
known and the resulting equivalent single-level problem is an ordinary mathematical
programming problem. It was shown in [17] and [18] that bilevel problems always
have abnormal multipliers, and the right constraint qualification for ensuring the
existence of a normal multiplier is the calmness condition. In Ye [16], a bilevel dynamic
optimization problem where the lower level is an optimal control problem while the
upper-level decision variable is a vector is considered. Although the bilevel dynamic
optimization problem considered in [16] is a special case of the problem we study in
this paper, it deserves special attention since it reduces to a single-level optimal control
problem with end point constraints involving a value function that is a function of
the upper-level decision vector. Fritz John–type necessary optimality conditions were
derived under more general assumptions.

The following basic assumptions are in force throughout this paper:
(A1) W (t) : [t0, t1] → Rm is a nonempty, compact-valued, set-valued map. The

graph of W (t) (i.e., the set {(s, r) : s ∈ [t0, t1], r ∈W (s)}), denoted by GrW , is L×B
measurable, where L × B denotes the σ-algebra of subsets of [t0, t1] × Rm generated
by product sets M ×N where M is a Lebesgue measurable subset of [t0, t1] and N is
a Borel subset of Rm.

(A2) The function F (t, x, u, v) : [t0, t1]×Rd×Rn×Rm → R is L×B measurable in
(t, v) and continuously differentiable in x and u. The functions φ(t, x, u, v) : [t0, t1]×
Rd ×Rn ×Rm → Rd, G(t, x, u, v) : [t0, t1]×Rd ×Rn ×Rm → R are measurable in t,
continuously differentiable in x and u, and lower semicontinuous in v.

(A3) There exists an integrable function ψ : [t0, t1]→ R such that

|∇(x,u)F |+ |∇(x,u)G|+ |∇(x,u)φ| ≤ ψ(t) ∀(t, x, u, v) ∈ [t0, t1]×Rd × U ×W (t).
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(A4) The function f(x) : Rd → R is locally Lipschitz continuous, and the function
g(x) : Rd → R is Lipschitz continuous of rank Lg ≥ 0.

(A5) For any u ∈ L2([t0, t1], U), P2(u) has an admissible pair (whose definition is
given below).
A control function for P2(u) is a (Lebesgue) measurable selection v(·) for W (·), that is,
a measurable function satisfying v(t) ∈ W (t) a.e. t ∈ [t0, t1]. An arc is an absolutely
continuous function. An admissible pair for P2(u) is a pair of functions (x(·), v(·)) on
[t0, t1] of which v(·) is a control function for P2(u) and x(·) : [t0, t1] → Rd is an arc
that satisfies the differential equation ẋ(t) = φ(t, x(t), u(t), v(t)) a.e., together with
the initial condition x(t0) = x0. The first and the second components of an admissible
pair are called an admissible trajectory and admissible control, respectively. A solution
to problem P2(u) is an admissible pair for P2(u) that minimizes the value of the cost
functional J2(x, u, v) over all admissible pairs for P2(u). An admissible strategy for
P1 includes u ∈ L2([t0, t1], U) and an optimal control v for P2(u). The strategy (u, v)
and the corresponding trajectory x are optimal for the bilevel dynamic problem P1
if (x, u, v) minimizes the value of the cost functional J1(x, u, v) among all admissible
strategies and the corresponding trajectories for P1.

The plan of the paper is as follows. In section 2, we study generalized differen-
tiability of the value function V (u). In section 3, under a calmness-type constraint
qualification, we derive a Kuhn–Tucker–type necessary optimality condition for the
bilevel dynamic problem. It is also shown that the existence of a uniformly weak
sharp minimum is a sufficient condition for the calmness, and a sufficient condition
for existence of a weak sharp minimum is given. Finally, three examples are given in
section 3 to illustrate applications of the constraint qualification and the necessary
optimality conditions.

2. Differentiability of the value function. Let X be a Hilbert space. Con-
sider a lower semicontinuous functional φ : X → R∪{+∞} and a point x̄ ∈ X, where
φ is finite. A vector ζ ∈ X is called a proximal subgradient of φ(·) at x̄ provided that
there exist M > 0, δ > 0 such that

φ(x′)− φ(x̄) +M‖x′ − x̄‖2 ≥ 〈ζ, x′ − x̄〉, x′ ∈ x̄+ δB.

The set of all proximal subgradients of φ(·) at x̄ is denoted ∂πφ(x̄). A limiting
subgradient of φ at x̄ is the set

∂̂φ(x̄) := {weak lim
k→∞

ζk : ζk ∈ ∂πφ(xk), xk → x̄, φ(xk)→ φ(x̄)}.

The limiting subgradient is a smaller object than the Clarke generalized gradient
(see Clarke [3] for definition). In fact, if φ is Lipschitz continuous near x̄, we have
∂φ(x̄) = clco∂̂φ(x̄), where ∂ and clcoA denote the Clarke generalized gradient and
closed convex hull of set A, respectively. For the definition and more details of the
precise relation between the limiting subgradient and the Clarke generalized gradient,
the reader is referred to Clarke [4] and Rockafellar [13].

The following result concerning the compactness of trajectories of a differential
inclusion is slightly different from [3, Theorem 3.1.7] and will be used repeatedly. We
omit the proof here since it can be proved similarly to [3, Theorem 3.1.7].

PROPOSITION 2.1. Let Γ : [t0, t1] × Rd × Rn → Rn × Rn be a set-valued map.
We suppose that Γ is integrably bounded (i.e., there exists an integrable function k(t)
such that |v| ≤ k(t)∀v ∈ Γ(t, x, u)) and that Γ is nonempty, compact, and convex. We
suppose that for every (t, x, u) ∈ [t0, t1]×Rd ×Rn the set-valued map t′ → Γ(t′, x, u)
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is measurable and ∀[t0, t1]×Rd×Rn, the set-valued map (x′, u′)→ Γ(t, x′, u′) is upper
semicontinuous. Let Γ be L × B measurable, where L × B denotes the σ-algebra of
subsets of [t0, t1]×Rd×Rn generated by product sets M ×N , where M is a Lebesque
measurable subset of [t0, t1] and N is a Borel subset of Rd ×Rn.

Let {xi} be a sequence of arcs on [t0, t1] and {ζi} be a sequence of functions in
L2([t0, t1], Rn) satisfying

(i) (ẋi(t), ζi(t)) ∈ Γ(t, xi(t), ui(t))a.e. t ∈ [t0, t1],
(ii) ζi → ζ weakly in L2,
(iii) ui → u in L2,
(iv) {xi(t0)} is bounded.

Then there exists a subsequence of {xi} that converges uniformly to an arc x such that

(ẋ(t), ζ(t)) ∈ Γ(t, x(t), u(t)) a.e. t ∈ [t0, t1].

To discuss generalized differentiability of the value function V (u), we will need
the following assumptions:

(A6) There exists k(t) ∈ L2([t0, t1], R) such that

|φ|+ |∇(x,u)φ|+ |G|+ |∇(x,u)G| ≤ k(t) ∀(t, x, u, v) ∈ [t0, t1]×Rd × U ×W (t).

(A7) For any (t, x, u) ∈ [t0, t1]×Rd ×Rn the set

{(φ(t, x, u, v), G(t, x, u, v) + r) : v ∈W (t), r ≥ 0}

is convex.
(A8) |∇uφ| ≤ M ∀(t, x, u, v) ∈ [t0, t1] × Rd × U × W (t), where M > 0 is a

constant.
Remark 2.2. Assumption (A7) is standard in control theory to ensure the existence

of an optimal control for the lower-level problem. In the case where this assumption
is not satisfied, the standard procedure is to go for the relaxed control (see, e.g., [19]
and [22]).

Let the Hamiltonian for P2(u) be the function defined by

H2(t, x, u, p2) := sup{p2 · φ(t, x, u, v)−G(t, x, u, v) : v ∈W (t)}

and Yu be the set of all optimal trajectories x to problem P2(u).
The following result gives the Lipschitz continuity of the value function and char-

acterizes the generalized gradient of the value function. It extends the result of Clarke
[5] to allow general nonadditive perturbations in both the dynamics and the objective
function.

THEOREM 2.3. Suppose that assumptions (A1)–(A8) hold. Then V is Lipschitz
continuous near u and

∂V (u) ⊂ clco ∪x∈Yu {ζ : ∃ arc p2 s.t. (−ṗ2,−ζ, ẋ) ∈ ∂H2(t, x, u, p2) a.e.

−p2(t1) ∈ ∂̂g(x(t1))},

where ∂H2 denotes the Clarke generalized gradient with respect to (x, u, p2).
Before proving Theorem 2.3, we first give the following result.
LEMMA 2.4. Let ui be a sequence converging (in L2) to u and let (xi, vi) be

an admissible pair for P2(ui). Then there exist a subsequence of {xi} converging
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uniformly to an arc x and a control v with (x, v) being an admissible pair for P2(u)
such that

J2(x, u, v) ≤ lim inf J2(xi, ui, vi).

Proof. Let

ẏi(t) := G(t, xi(t), ui(t), vi(t)).

Then

(ẋi(t), ẏi(t)) ∈ Γ(t, xi(t), yi(t), ui(t)),(2)

where

Γ(t, x, y, u) := {(φ(t, x, u, v), r) : G(t, x, u, v) ≤ r ≤ k(t) + 1, v ∈ V (t)}.

The proof can be reduced to an application of Proposition 2.1 by studying the
differential inclusion (2). The essential fact in the reduction is Fillipov’s lemma: an
(extended) arc (x, y) satisfies the differential inclusion iff there is a control function
v for x such that (x, v) is feasible for P2(u) and y satisfies G(t, x, u, v) ≤ ẏ ≤
k(t) + 1.

We now turn to the proof of the theorem. By (A5), P2(u) has an admissible pair.
So V (u) is finite. By Lemma 2.4, V is (strongly) lower semicontinuous.

Step 1. Let u ∈ L2([t0, t1], U) and ζ ∈ ∂πV (u). Let (x, v) be a solution of P2(u)
that exists by virtue of Lemma 2.4. Then by definition, for some M > 0 and ∀ u′
near u (in the L2 norm), we have

V (u′)− 〈ζ, u′〉+M‖u′ − u‖22 ≥ V (u)− 〈ζ, u〉

=
∫ t1

t0

G(t, x(t), u(t), v(t))dt+ g(x(t1))−
∫ t1

t0

〈ζ(t), u(t)〉dt.

Let (x′, v′) be an admissible pair for P2(u′). Then∫ t1

t0

G(t, x′(t), u′(t), v′(t))dt+ g(x′(t1))−
∫ t1

t0

〈ζ(t), u′(t)〉dt+M‖u′ − u‖22

≥
∫ t1

t0

G(t, x(t), u(t), v(t))dt+ g(x(t1))−
∫ t1

t0

〈ζ(t), u(t)〉dt.

Hence (x, u, v) is a solution of the following optimal control problem:

min
∫ t1

t0

[G(t, x′(t), u′(t), v′(t))− 〈ζ(t), u′(t)〉]dt+ g(x′(t1)) +M‖u′ − u‖22

s.t. ẋ′(t) = φ(t, x′(t), u′(t), v′(t)) a.e.,

x′(t0) = x0,

v′(t) ∈W (t) a.e.,

u′(t) ∈ U(t) := {u′ ∈ Rn : |u′ − u(t)| ≤ ε}.

Applying Theorem 5.2.1 of Clarke [3] with the Clarke generalized gradient replaced
by the limiting subgradient in the transversality conditions (cf. [4, 10, 9]) to the above
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optimal control problem with free end points leads to the existence of an arc p2 such
that

−ṗ2(t) = ∇xφ(t, x(t), u(t), v(t))>p2(t)−∇xG(t, x(t), u(t), v(t)) a.e.,(3)
max

u∈U(t),v∈W (t)
{p2(t) · φ(t, x(t), u, v)−G(t, x(t), u, v) + 〈ζ(t), u〉}

= p2(t) · φ(t, x(t), u(t), v(t))−G(t, x(t), u(t), v(t)) + 〈ζ(t), u(t)〉 a.e.,(4)

−p2(t1) ∈ ∂̂g(x(t1)),(5)

where > denotes the transpose. Equation (4) implies that

max
v∈W (t)

{p2(t) · φ(t, x(t), u(t), v)−G(t, x(t), u(t), v)}

= p2(t) · φ(t, x(t), u(t), v(t))−G(t, x(t), u(t), v(t)) a.e.

and

−ζ(t) = ∇uφ(t, x(t), u(t), v(t))>p2(t)−∇uG(t, x(t), u(t), v(t)).(6)

Step 2. For any ζ ∈ ∂̂V (u) by definition ζ = weak limi→∞ ζi, where ζi ∈ ∂πV (ui),
ui → u in L2 and V (ui) → V (u). By Step 1, for each ui there exists an arc pi2 and
an arc xi that solves P2(ui) (along with vi) such that

−ṗ2
i(t) = ∇xφ(t, xi(t), ui(t), vi(t))>pi2(t)−∇xG(t, xi(t), ui(t), vi(t)) a.e.,(7)

max
v∈W (t)

{pi2(t) · φ(t, xi(t), ui(t), v)−G(t, xi(t), ui(t), v)}

= pi2(t) · φ(t, xi(t), ui(t), vi(t))−G(t, xi(t), ui(t), vi(t)) a.e.,(8)

−ζi(t) = ∇uφ(t, xi(t), ui(t), vi(t))>pi2(t)−∇uG(t, xi(t), ui(t), vi(t)),(9)

−pi2(t1) ∈ ∂̂g(xi(t1)).(10)

By [3, Theorem 2.8.2], (7), (8), and (9) imply that

(−ṗi2(t),−ζi(t), ẋi(t)) ∈ ∂H2(t, xi(t), ui(t), pi2(t)) a.e.(11)

From (7)

pi2(t) = pi2(t1)−
∫ t

t1

[∇xφ(s, xi(s), ui(s), vi(s))>pi2(s)−∇xG(s, xi(s), ui(s), vi(s))]ds.

By assumption (A4) and inclusion (10), the norm of pi2(t1) is bounded by Lg. As-
sumption (A3) implies that the norms of ∇xφ and ∇xG are bounded by the integrable
function ψ. Thus

|pi2(t)| ≤ (Lg +
∫ t1

t0

ψ(s)ds) +
∫ t1

t

ψ(s)|pi2(s)|ds

= K +
∫ t1

t

ψ(s)|pi2(s)|ds,
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where K := Lg +
∫ t1
t0
ψ(s)ds. Invoking Gronwall’s inequality, we conclude that

|pi2(t)| ≤ Ke
∫ t1
t ψ(s)ds,

which implies that ‖pi2‖∞ is bounded. It follows that the set-valued map ∂H2 is inte-
grably bounded. Applying Proposition 2.1 to differential inclusion (11) with boundary
condition (10), we conclude that there exists a convergent subsequence of {xi, pi2} that
converges to the arcs x, p2 such that

(−ṗ2(t),−ζ(t), ẋ(t)) ∈ ∂H2(t, x(t), u(t), p2(t)) a.e.

Note that by Lemma 2.4 we may suppose x ∈ Yu since xi is an optimal trajectory of
P2(ui). From the upper semicontinuity of the limiting subgradients

−p2(t1) ∈ ∂̂g(x(t1)).

Therefore we conclude that

∂̂V (u) ⊂ ∪x∈Yu{ζ : ∃ arc p2 s.t. (−ṗ2,−ζ, ẋ) ∈ ∂H2(t, x, u, p2) a.e.,−p2(t1) ∈ ∂̂g(x(t1))}.

Step 3. To complete the proof of the theorem, we only have to show that V is
Lipschitz near u. By [6, Theorem 3.6], V is Lipschitz near u of rank C iff

sup{‖ζ‖2 : ζ ∈ ∂πV (u′)} ≤ C ∀u′ in a neighborhood of u.

Indeed, by Step 1, for any u and any ζ ∈ ∂πV (u) there exists an arc p2 along with a
solution (x, v) of P2(u) such that (3), (5), and (6) hold. Therefore

|ζ(t)| ≤M(|p2(t)|+ |∇uG|).(12)

Since ∀ such p2, ‖p2‖∞ ≤ Ke
∫ t1
t0
ψ(s)ds, it then follows from (12) that all ζ ∈ ∂πV (u), ∀u ∈

L2([t0, t1], U) are bounded in L2. Hence V is Lipschitz continuous, and the proof of
Theorem 2.3 is now complete.

3. Necessary conditions for optimality. As in the static case (cf. [17, 18]), it
is easy to show that the equivalent single-level optimal control problem P̃1 always has
a nontrivial abnormal multiplier; i.e., there always exists (λ, r, p1) not all equal to zero
with λ = 0 satisfying (13), (14), (15), and (16). Hence the traditional technique of
concluding the existence of a normal multiplier from the nonexistence of a nontrivial
abnormal multiplier will not work for the bilevel dynamic problem, and the calmness
is the right constraint qualification (see more discussion in [17, 18]). The purpose
of this section is to derive a Kuhn–Tucker–type necessary optimality condition for
the bilevel dynamic problem under a calmness-type constraint qualification. Our ap-
proach is to reformulate the original problem as an infinite-dimensional optimization
problem and derive the desired result from the necessary optimality condition for this
infinite-dimensional optimization problem. Formulation as an infinite-dimensional
optimization problem takes care of the functional constraints. However, the usual La-
grange multiplier rule for infinite-dimensional optimization problems cannot be used
here since the problem data are not Lipschitz in the control variable in the lower-level
optimal control problem. Ioffe [8] derived a very general maximum principle for the
standard optimal control problem by reduction to an infinite-dimensional optimiza-
tion problem. We will use the result and approach of Ioffe to derive the necessary
optimality condition of the maximum principle type for the bilevel dynamic problem.
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DEFINITION 3.1. Let (u∗, v∗) be an optimal strategy of P1 (equivalently P̃1) and
x∗ the corresponding trajectory. P̃1 is said to be partially calm at (x∗, u∗, v∗) with
modulus µ ≥ 0 if ∀(x, u, v) satisfying

ẋ(t) = φ(t, x(t), u(t), v(t)) a.e.,

x(t0) = x0,

u(·) ∈ L2([t0, t1], U), v(·) ∈ V,

we have

J1(x, u, v)− J1(x∗, u∗, v∗) + µ(J2(x, u, v)− V (u)) ≥ 0,

where V denotes the collection of all admissible control functions for P2(u).
Define the pseudo Hamiltonian for problem (P̃1) as

H1(t, x, u, v, p1;λ, r) := p1 · φ(t, x, u, v)− rG(t, x, u, v)− λF (t, x, u, v),

for t ∈ [t0, t1], x, p1 ∈ Rd, u ∈ Rn, v ∈ Rm, λ, r ∈ R.
THEOREM 3.2. Assume that (A1)–(A5) hold. Let (x∗, u∗, v∗) be an optimal so-

lution of P1. Suppose that P̃1 is partially calm at (x∗, u∗, v∗) with modulus µ ≥ 0.
Assume that the value function for the lower-level problem V is locally Lipschitz con-
tinuous near u∗. Then there exist λ > 0, r = λµ, and an arc p1 such that

−ṗ1(t) = ∇xH1(t, x∗(t), u∗(t), v∗(t), p1(t);λ, r) a.e.,(13)

max
v∈W (t)

H1(t, x∗(t), u∗(t), v, p1(t);λ, r)

= H1(t, x∗(t), u∗(t), v∗(t), p1(t);λ, r) a.e.,(14)

−p1(t1) ∈ λ∂f(x∗(t1)) + r∂g(x∗(t1)),(15)

∇uH1(·, x∗(·), u∗(·), v∗(·), p1(·);λ, r) ∈ −r∂V (u∗) +NL2([t0,t1],U)(u∗).(16)

Proof. Since P̃1 is partially calm at (x∗, u∗, v∗) with modulus µ, it is easy to see
that (x∗, u∗, v∗) is also optimal for the following penalized problem:

P (µ) min J1(x, u, v) + µ(J2(x, u, v)− V (u))
s.t. ẋ(t) = φ(t, x(t), u(t), v(t)) a.e.,

x(t0) = x0,

u(·) ∈ L2([t0, t1], U), v(t) ∈W (t) a.e.,

which can be equivalently posed as the following problem:

P̂1 min f(x(t1)) + z(t1) + µ(g(x(t1)) + y(t1)− V (u))
s.t. ẋ(t) = φ(t, x(t), u(t), v(t)) a.e.,

ẏ(t) = G(t, x(t), u(t), v(t)) a.e.,
ż(t) = F (t, x(t), u(t), v(t)) a.e.,
v(t) ∈W (t) a.e.,
(x, y, z)(t0) ∈ {x0} × {0} × {0}.
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We now reformulate the above problem as an infinite-dimensional optimization prob-
lem. Let C([t0, t1], Rn) be the space of continuous mappings from [t0, t1] into Rn with
the usual supremum norm. Set

x̃ := (x, y, z), φ̃ := (φ,G, F ).

For v(·) ∈ V, the mapping (x̃(·), u(·))→ F0(x̃(·), u(·), v(·)) from X := C([t0, t1], Rd+2)
×L2([t0, t1], U) into Y := C([t0, t1], Rd+2):

F0(x̃(·), u(·), v(·))(t) := x̃(t)− x̃(t0) +
∫ t

t0

φ̃(s, x̃(s), u(s), v(s))ds

is well defined, continuously differentiable in x̃(·), and Lipschitz continuous in u(·).
Finally, let

f0(x̃(·)) := f(x(t1)) + z(t1),(17)

G0(x̃(·), u(·)) := y(t1) + g(x(t1))− V (u),(18)

S := {x̃ ⊂ Y : x(t0) = x0, y(t0) = 0, z(t0) = 0}.

Then problem P̂1 is equivalent to the following infinite-dimensional optimization prob-
lem:

P1
′ min f0(x̃) + µG0(x̃, u)

s.t. F0(x̃, u, v) = 0,

(x̃, u) ∈ S × L2([t0, t1], U),

v ∈ V.

The above problem is in the form of a very general problem in section 4 of Ioffe
[8]. Let the Lagrangian of the above problem be

L(λ, α, x̃, u, v) := λ(f0(x̃) + µG0(x̃, u)) + 〈α, F0(x̃, u, v)〉.

As in section 5 of Ioffe [8], the assumptions for [8, Theorem 2] can be verified. By
[8, Theorem 2], if (x∗, u∗, v∗) is a local solution to P1

′, then there exist Lagrange
multipliers λ ≥ 0, α ∈ Y ∗ not all equal to zero such that

0 ∈ ∂(x̃,u)L(λ, α, x̃∗, u∗, v∗) +NS(x̃∗)×NL2([t0,t1],U)(u∗),(19)

L(λ, α, x̃∗, u∗, v∗) = min
v∈V

L(λ, α, x̃∗, u∗, v),(20)

where Y ∗ denotes the space of continuous linear functions on Y . Since f0, G0 are
separable functions of (x̃, u) (f0 is independent of u and G0 is the sum of a function
independent of x̃ and a function independent of u), by [15, Proposition 1.8], (19)
implies that

0 ∈ λ∂f0(x̃∗)× {0}+ (λµ∂x̃G0(x̃∗, u∗))× (−λµ∂V (u∗))

+∂(x̃,u)〈α, F0(x̃∗, u∗, v∗)〉+NS(x̃∗)×NL2([t0,t1],U)(u∗).(21)
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Notice that 〈α, F0(x̃, u, v)〉 can be represented as an integral functional on X ×L2 by

〈α, F0(x̃, u, v)〉

=
∫ t1

t0

〈x̃(s)− x̃(t0), ξ(s)〉dµ−
∫ t1

t0

〈∫ t1

t

ξ(τ)dµ, φ̃(t, x̃(t), u(t), v(t))
〉
dt,

where the pair (µ, ξ(·)) represents the functional α ∈ Y ∗ (µ being a nonnegative
Radon measure on [t0, t1] and ξ(·) : [t0, t1]→ Rd+2, µ-integrable); i.e.,∫ t1

t0

〈ξ(t), y(t)〉dµ = 〈α, y(·)〉 ∀y(·) ∈ Y.

Hence by Theorems 2.7.4 and 2.7.5 of [3] it is regular. Therefore, by [3, Proposition
2.3.15], (21) implies that

0 ∈ λ∂f0(x̃∗) + λµ∂x̃G0(x̃∗, u∗) +Dx̃〈α, F0(x̃∗, u∗, v∗)〉+NS(x̃∗),(22)

0 ∈ −λµ∂V (u∗) + ∂u〈α, F0(x̃∗, u∗, v∗)〉+NL2([t0,t1],U)(u∗),(23)

whereDx̃〈α, F0(x̃, u, v)〉 denotes the Gâteaux derivative of the functional 〈α, F0(x̃, u, v)〉
with respect to x̃.

Now let us analyze (22). We have that ∂f0(x̃(·)) contains those β ∈ Y ∗ that can
be represented in the form

〈β, h(·)〉 = 〈a, h(t1)〉

for some a ∈ ∂f(x(t1))× {0} × {1}.
Similarly, ∂x̃G0(x̃, u) contains those β ∈ Y ∗ that can be represented in the form

〈β, h(·)〉 = 〈b, h(t1)〉

for some b ∈ ∂g(x(t1))× {1} × {0}.
Let p(t) :=

∫ t1
t
ξ(τ)dµ. Then p is an arc. For any h ∈ X,

〈Dx̃〈α, F0(x̃, u, v)〉, h(·)〉 =
∫ t1

t0

〈h(t)− h(t0), ξ(t)〉dµ

−
∫ t1

t0

〈∇x̃φ̃(t, x̃(t), u(t), v(t))>p(t), h(t)〉dt.

NS(x̃) contains those β ∈ Y ∗ that can be represented in the form

〈β, h(·)〉 = 〈c, h(t0)〉

for some c ∈ N{x0}×{0}×{0}(x̃(t0)).
Inclusion (22) yields the existence of

a ∈ ∂f(x∗(t1))× {0} × {1}, b ∈ ∂g(x∗(t1))× {1} × {0}, c ∈ N{x0}×{0}×{0}(x̃
∗(t0))

such that

0 = λ〈a, h(t1)〉+ λµ〈b, h(t1)〉+
∫ t1

t0

〈h(t)− h(t0), ξ(t)〉dµ

−
∫ t1

t0

〈∇x̃φ̃(t, x̃∗(t), u∗(t), v∗(t))>p(t), h(t)〉dt+ 〈c, h(t0)〉 ∀h ∈ X.
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Let us denote h = (h1, h2, h3), ξ = (ξ1, ξ2, ξ3), p = (p1, p2, p3), where subscript 1
corresponds to vectors in Rd and subscripts 2, 3 to vectors in R. In particular, if we
choose h(·) that are absolutely continuous with h(t0) = 0, hi(·) = 0 for i = 1, 3, we
have

0 = λµh2(t1) +
∫ t1

t0

h2(t)ξ2(t)dµ,

which is equal to

0 =
∫ t1

t0

(∫ t1

t

ξ2(s)dµ+ λµ

)
dh2(t),

which implies that p2(t) = −λµ.
Similarly, if we choose h(·) that are absolutely continuous with h(t0) = 0, hi(·) = 0

for i = 1, 2, we have

0 = λh3(t1) +
∫ t1

t0

h3(t)ξ3(t)dµ,

which implies that p3(t) = −λ.
If we choose h(·) that are absolutely continuous with h(t0) = 0, hi(·) = 0 for

i = 2, 3, we have

0 = λ〈a1, h1(t1)〉+ λµ〈b1, h1(t1)〉+
∫ t1

t0

〈h1(t), ξ1(t)〉dµ

−
∫ t1

t0

〈∇xφ̃(t, x̃∗(t), u∗(t), v∗(t))>p(t), h1(t)〉dt.

Setting −q = λa1 + λµb1 and changing the order of integration, we obtain

0 =
∫ t1

t0

〈∫ t1

t

ξ1(t)dµ+∇xφ(t, x∗(t), u∗(t), v∗(t))>p1(t)

− λµ∇xG(t, x∗(t), u∗(t), v∗(t))− λ∇xF (t, x∗(t), u∗(t), v∗(t))− q, k(t)
〉
dt,

where k(t) = ḣ(t) is an arbitrary integrable mapping. In view of the definition of
p1(t), this implies

p1(t)− q = −
∫ t1

t

(∇xφ(s, x∗(s), u∗(s), v∗(s))>p1(s)

+λµ∇xG(s, x∗(s), u∗(s), v∗(s)) + λ∇xF (s, x∗(s), u∗(s), v∗(s)))ds,

from which we derive (13).
Let us now analyze (23). Since 〈α, F0(x̃, u, v)〉 is an integral functional of u on

L2, it is not Gâteaux differentiable. However, under our assumptions, [3, Theorem
2.7.5] applies. Therefore, for β ∈ ∂u〈α, F0(x̃∗, u∗, v∗)〉,

〈β, h(·)〉 = −
∫ t1

t0

〈∇uφ̃(t, x̃∗(t), u∗(t), v∗(t))>p(t), h(t)〉dt

for any h ∈ L2([t0, t1], Rn). Hence (23) implies (16).
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We also have

p(t1) = q ∈ −λ∂f(x∗(t1))− λµ∂g(x∗(t1)).

That is (15).
Equation (20) implies that

−
∫ t1

t0

〈p(t), φ̃(t, x̃∗(t), u∗(t), v∗(t))〉dt ≤ −
∫ t1

t0

〈p(t), φ̃(t, x̃∗(t), u∗(t), v(t))〉dt.

Since −λ = p2(t), λµ = −p3(t), the above inequality implies that∫ t1

t0

H1(t, x∗(t), u∗(t), v∗(t), p1(t);λ, λµ)dt ≥
∫ t1

t0

H1(t, x∗(t), u∗(t), v(t), p1(t);λ, λµ)dt

for any v(·) ∈ V. Since for any measurable set E ⊂ [t0, t1],

v(·) = χE(·)v(·) + (1− χE(·))v∗(·),

where χE denotes the characteristic function ofE, and belongs to V whenever v(·) ∈ V,
it follows that

H1(t, x∗(t), u∗(t), v∗(t), p1(t);λ, λµ) ≥ H1(t, x∗(t), u∗(t), v(t), p1(t);λ, λµ) a.e.

for any v(·) ∈ V. From measurable selection theory, (14) follows.
Now we need to show that λ 6= 0. From the fact that λ and α are not all equal

to zero, it follows easily that

‖p1‖∞ + λ > 0.(24)

This condition prevents λ becoming zero. Indeed if λ = 0, then the transversality
condition (15) would imply that p1(t1) = 0. This in turn implies that p1 ≡ 0, which
contradicts (24). The proof of the theorem is now complete.

Combining Theorems 3.2 and 2.3, the following Kuhn–Tucker–type necessary op-
timality condition for the general bilevel dynamic problem is obtained.

THEOREM 3.3. Assume (A1)–(A8) hold. Let (u∗(t), v∗(t)) be an optimal strategy
of the bilevel dynamic problem P1 and x∗(t) the corresponding optimal trajectory.
Suppose that P̃1 is partially calm at (x∗, u∗, v∗) with modulus µ ≥ 0. Then there
exists arc p1 such that

−ṗ1(t) = ∇xH1(t, x∗(t), u∗(t), v∗(t), p1(t); 1, µ),(25)

max
v∈W (t)

H1(t, x∗(t), u∗(t), v, p1(t); 1, µ)

= H1(t, x∗(t), u∗(t), v∗(t), p1(t); 1, µ) a.e.,(26)

−p1(t1) ∈ ∂f(x∗(t1)) + µ∂g(x∗(t1)),(27)

∇uH1(·, x∗(·), u∗(·), v∗(·), p1(·); 1, µ)

∈ µclco ∪x∈Yu∗ {ζ : ∃ arc p2 s.t. (−ṗ2, ζ, ẋ) ∈ ∂H2(t, x, u∗, p2) a.e.,

−p2(t1) ∈ ∂̂g(x(t1))}
+NL2([t0,t1],U)(u∗).(28)
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It is clear that in the minimax case (i.e., when J1 = −J2) and the trivial case
(i.e., when J1 = J2), the calmness condition always holds with µ = 1 and µ = 0,
respectively. We now give an example that satisfies the partial calmness condition.

Example 1. Consider the following bilevel dynamic problem:

min (x1(1))2 + (x2(1))2

s.t. u(t) ≥ 0, (x, v) ∈ S(u),

where S(u) is the solution set of

min (x1(1) + x2(1))3

s.t. ẋ1(t) = u(t),

ẋ2(t) = v(t), v(t) ≥ 0,

x1(0) = x2(0) = 0.

The solution of the above problem is x∗ = 0, u∗ = 0, v∗ = 0. Since J1(x, u, v) ≥ 0 for
all (x, u, v) that are admissible for P (µ) and J(x∗, u∗, v∗) = 0, it is easy to see that
the above problem is partially calm.

As seen in Example 1, the calmness condition depends on knowledge of the optimal
value of the dynamic bilevel problem. It is therefore important to find sufficient
conditions for the calmness condition. For the static case, [17] identifies the existence
of a uniformly weak sharp minimum as a sufficient condition for the calmness. It is
shown in that paper that the bilevel programming problem in which the lower-level
problem is linear is always calm, and sufficient conditions for the calmness of the
bilevel problem where the lower-level problem is a linear quadratic problem are given.

To extend the definition of a uniform weak sharp minimum to our dynamic setting,
we introduce the following notation. Given u, a control function for the upper level,
let Ω(u) denote

Ω(u) = {(x, v) ∈ C([t0, t1], Rd)× V : ẋ = φ(t, x, u, v), x(t0) = x0}.

Let S(u) denote the set of all solutions to problem P2(u). We say that the family
of optimal control problems {P2(u) : u ∈ L2([t0, t1], U)} has a uniformly weak sharp
minimum with modulus α > 0 if

dS(u)(x, v) ≤ α(J2(x, u, v)− V (u)) ∀(x, v) ∈ Ω(u), u ∈ L2([t0, t1], U),

where dS(u)(x, v) denotes the distance from (x, v) to the set S(u). As in [17], we
can show that a uniformly weak sharp minimum is a sufficient condition for partial
calmness.

PROPOSITION 3.4. In addition to (A1) and (A7), assume that for any u(·) there
exists k(·) ∈ L1([t0, t1]) such that

|F (t, x′, u(t), v′)− F (t, x′′, u(t), v′′)| ≤ k(t)‖(x′, v′)− (x′′, v′′)‖

∀t ∈ [t0, t1], x′, x′′ ∈ Rd, v′, v′′ ∈ Rm

and that f is Lipschitz continuous with constant Lf > 0. That {P2(u) : u ∈
L2([t0, t1], U)} has a uniformly weak sharp minimum with modulus α implies that
P̃1 is partially calm with modulus µ ≥ α(‖k‖1 + Lf ) at any solution of the problem.
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Proof. By the definition of a uniformly weak sharp minimum, there exists α > 0
such that ∀ (x, v) ∈ Ω(u), u ∈ L2([t0, t1], U),

J2(x, u, v)− V (u) ≥ (1/α)dS(u)(x, v)

= (1/α)|(x, v)− (x(u), v(u))|,

where (x(u), v(u)) is the metric projection of (x, v) onto the set S(u). Let (x∗, u∗, v∗)
be any solution of the problem P1. The assumptions imply that J1(x, u, v) is Lipschitz
continuous in (x, v) uniformly in u with constant L1 = ‖k‖1 + Lf . It follows that

J2(x, u, v)− V (u) ≥ 1
α
dS(u)(x, v)

=
1
α
|(x, v)− (x(u), v(u))|

≥ 1
αL1

(J1(x, u, v)− J1(x(u), u, v(u)))

≥ 1
αL1

(J1(x, u, v)− J1(x∗, u∗, v∗))

≥ 1
µ

(J1(x, u, v)− J1(x∗, u∗, v∗)).

Therefore, we see that P̃1 is partially calm at any solution of the problem with modulus
µ ≥ αL1.

The following result is a sufficient condition for a uniformly weak sharp minimum.
The proof technique follows from a result about regular points due to Ioffe (Theorem
1 and Corollary 1.1 of [7]).

PROPOSITION 3.5. Suppose that J2(x, u, v) is Lipschitz continuous in (x, v) uni-
formly in u with constant L > 0. If there exists a constant c > 0 such that ‖ξ+η‖ ≥ c
whenever ξ ∈ ∂(x,v)J2(x, u, v), η ∈ (L + 1)∂dΩ(u)(x, v) (or η ∈ NΩ(u)(x, v))∀(x, v) ∈
Ω(u) such that (x, v) 6∈ S(u) ∀ admissible controls u, then

dS(u)(x, v) ≤ (1/c)(J2(x, u, v)− V (u))∀(x, v) ∈ Ω(u).

Proof. Assume that the statement is false. Then there is u ∈ L2([t0.t1], U) and
(x, v) ∈ Ω(u) such that

dS(u)(x, v) >
1
c

(J2(x, u, v)− V (u)).

We can obviously choose δ > 1 to make the following inequality valid:

dS(u)(x, v) >
δ

c
(J2(x, u, v)− V (u)) := γ.(29)

It is also obvious that

J2(x, u, v)− V (u) ≤ inf
(x,v)∈Ω(u)

(J2(x, u, v)− V (u)) +
cγ

δ
.
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Let δS denote the indicator function of set S. Applying the Ekeland variational
principle [3, Theorem 7.5.1] with F (x′, v′) := J2(x′, u, v′) − V (u) + δΩ(u)(x′, v′), ε =
γc/δ, and λ = γ, we find (x̃, ṽ) ∈ Ω(u) such that

‖(x̃, ṽ)− (x, v)‖ ≤ γ(30)

and

φ(x′, v′) := J2(x′, u, v′)− V (u) + (c/δ)‖(x′, v′)− (x̃, ṽ)‖

attains its minimum on Ω(u) at (x̃, ṽ). It follows that

0 ∈ ∂φ(x̃, ṽ) + (L+ 1)∂dS(u)(x̃, ṽ)

⊂ ∂(x,v)J2(x̃, u, ṽ) + (c/δ)B + (L+ 1)∂dS(u)(x̃, ṽ).

Thus there exist

ξ ∈ ∂(x,v)J2(x̃, u, ṽ), η ∈ (L+ 1)∂dS(u)(x̃, ṽ)

such that

‖ξ + η‖ ≤ c/δ < c.(31)

According to (29), (30), and (x̃, ṽ) ∈ Ω(u), we have that

(x̃, ṽ) 6∈ S(u).

Therefore (31) contradicts the assumption. The proof of the proposition is then
complete.

We now use an example to illustrate the application of the above result. It is
different from Example 1 only in the lower-level objective function.

Example 2. Consider the following bilevel dynamic problem:

min (x1(1))2 + (x2(1))2

s.t. u(t) ≥ 0, (x, v) ∈ S(u),

where S(u) is the solution set of

min x1(1) + x2(1) + (x1(1) + x2(1))3

s.t. ẋ1(t) = u(t),

ẋ2(t) = v(t), v(t) ≥ 0,

x1(0) = x2(0) = 0.

It is easy to see that Ω(u) = {x1 : x1(t) =
∫ t

0 u(s)ds}×{x2 : x2(t) ≥ 0}×{v : v(t) ≥ 0}
and S(u) = {(x, v) : x1(t) =

∫ t
0 u(s)ds, x2 ≡ 0, v ≡ 0} ∀ u(t) ≥ 0. Since

∂(x,v)J2(x, u, v) = {(ξ1, ξ2, 0) :〈ξ1, h(·)〉 = ((1 + 3(x1(1) + x2(1))2)h(1),

〈ξ2, h(·)〉 = (1 + 3(x1(1) + x2(1))2)h(1) ∀ h ∈ C[0, 1]},

and NΩ(u)(x, v) = N{x1:x1(t)=
∫ t
0 u(s)ds}(x1)× {0} ×N{v:v(t)≥0}(v) for any (x1, x2, v) 6∈

S(u), it is easy to see that the assumptions in Proposition 3.5 are satisfied.
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We now calculate that

H1(t, x, u, v, p1; 1, µ) = p1
1u+ p2

1v, H2(t, x, u, v, p2) = sup{p1
2u+ p2

2v : v ≥ 0}.

Since H2 is independent of x, (28) implies that there exists an arc p2 such that

ṗ2(t) = 0,(32)

−p2(1) = (1 + 3(x∗1(1) + x∗2(1))2, 1 + 3(x∗1(1) + x∗2(1))2),(33)

p1
1 − µp1

2 ∈ N{u∈C[0,1]:u≥0}(u∗).(34)

Observing that x1(0) = x2(0) = 0 and both x1(t) and x2(t) are nondecreasing, we
derive from (32) and (33) that p1

2 = p2
2 ≤ −1 are constants. Hence H2 = p1

2u, which
implies from (28) that ẋ∗2(t) = 0. That is x∗2 ≡ 0. If u∗ 6≡ 0 then (34) implies
that

p1
1 = µp1

2.

But by (25) and (27), p1
1 and p2

1 are nonpositive constants and

−2x∗1(1)− µ(1 + 3[x∗1(1) + x∗2(1)]2) = −µ(1 + 3[x∗1(1) + x∗2(1)]2),

which implies that x∗1(1) = 0. But this is a contradiction. Therefore u∗ ≡ 0, v∗ ≡ 0 is
a candidate for an optimal solution since x1(0) = x2(0) = 0 and both x1(t) and x2(t)
are nondecreasing. It is not hard to check that it is indeed a solution. Notice that in
Example 2 the lower-level problem is not convex and hence is out of the scope of any
currently available control theory.

Finally, we use another example to illustrate applications of Theorem 3.2 in solv-
ing bilevel dynamic problems in the absence of the calmness condition. Example 3
shows that even without the calmness condition, the necessary condition that we de-
rived may be used to find condition for the existence of a normal
multiplier.

Example 3. Consider the following bilevel dynamic problem with linear-quadratic
cost functions on the interval [0, 1], where

F (t, x, u, v) =
1
2

[x>Q1x+ u>R11u+ v>R12v],

f(x) =
1
2
x>K1x,

G(t, x, u, v) =
1
2

[x>Q2x+ u>R21u+ v>R22v],

g(x) =
1
2
x>K2x,

φ(t, x, u, v) = A(t)x+B(t)u+ C(t)v,

where x ∈ Rd, u ∈ Rn, v ∈ Rm, Q1, Q2,K1,K2 are positive semidefinite matrices
and R22, R11, rR22 + R12, where r ≥ 0 is any constant, are positive definite matrices
with appropriate order; R21 is a n× n matrix; A(t), B(t), and C(t) are matrices with
continuous components.
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We can calculate

H1(t, x, u, v, p1; 1, µ) = p>1 φ− µG− F

= p>1 (A(t)x+B(t)u+ C(t)v)

−1
2
µ[x>Q2x+ u>R21u+ v>R22v]

−1
2

[x>Q1x+ u>R11u+ v>R12v],

H2(t, x, u, p2) = sup
v
{p>2 φ−G}

= sup
v
{p>2 (A(t)x+B(t)u+ C(t)v)− 1

2
[x>Q2x+ u>R21u+ v>R22v]}

= p>2 (A(t)x+B(t)u+ C(t)R−1
22 C(t)>p2)

−1
2

[x>Q2x+ u>R21u+ p>2 C(t)R−1
22 C(t)>p2].

Suppose that (u∗, v∗) is an optimal control pair and x∗ is the corresponding trajectory.
If the conclusion of Theorem 3.3 holds, then there exist adjoint arcs p1, p2 and constant
µ ≥ 0 such that

−ṗ1 = A(t)>p1 − [µQ2 +Q1]x∗,

−p1(1) = [µK2 +K1]x∗(1),

−ṗ2 = A(t)>p2 −Q>2 x∗,

−p2(1) = K2x
∗(1),

ẋ∗ = A(t)x∗ +B(t)u∗ + C(t)v∗,(35)

B(t)>p1 −R11u
∗ = µB(t)>p2,(36)

v∗(t) = R−1
22 C(t)>p2 = [µR22 +R12]−1C(t)>p1.(37)

Equation (36) implies that

u∗(t) = R−1
11 B(t)>(p1 − µp2).(38)

Substituting (37) and (38) into (35) yields

ẋ∗ = A(t)x∗ +B(t)R−1
11 B(t)>(p1 − µp2) + C(t)R−1

22 C(t)>p2.(39)

Thus, for any µ ≥ 0 that satisfies (37), i.e.,

R−1
22 C(t)>p2 = [µR22 +R12]−1C(t)>p1,(40)

we obtain a set of 3d equations with equal numbers of unknowns.

ẋ∗ = A(t)x∗ +B(t)R−1
11 B(t)>(p1 − µp2) + C(t)R−1

22 C(t)>p2,

−ṗ1 = A(t)>p1 − [µQ>2 +Q>1 ]x∗,

−ṗ2 = A(t)>p2 −Q>2 x∗.
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Assume that

p1(t) = ψ1(t)x∗(t),

p2(t) = ψ2(t)x∗(t),

where ψi are matrices that satisfy the end point conditions

ψ1(1) = −[K1 + µK2], ψ2(1) = −K2

to be determined. Differentiating them with respect to t gives

ṗ1 = ψ̇1x
∗(t) + ψ1ẋ

∗(t),

ṗ2 = ψ̇2x
∗(t) + ψ2ẋ

∗(t).

Substituting for ẋ∗, ṗ1, and ṗ2 gives

ψ̇1 = −A(t)>ψ1 − ψ1A(t) + µQ2 +Q1 − ψ1B(t)R−1
11 B(t)>(ψ1 − µψ2)

−ψ1C(t)R−1
22 C(t)>ψ2,

ψ̇2 = −A(t)>ψ2 − ψ2A(t) +Q2 − ψ2B(t)R−1
11 B(t)>(ψ1 − µψ2)− ψ2C(t)R−1

22 C(t)>ψ2.

Moreover,

u∗(t) = R−1
11 B(t)>(ψ1(t)− µψ2(t))x(t),

v∗(t) = R−1
22 C(t)>ψ2(t)x(t).

Let ψ3 = ψ1 − µψ2. Then provided that there exists µ ≥ 0 that satisfies

R−1
22 C(t)>ψ2 = [µR22 +R12]−1C(t)>(ψ3 + µψ2)(41)

we obtain

u∗(t) = R−1
11 B(t)>ψ3(t)x(t),(42)

v∗(t) = R−1
22 C(t)>ψ2(t)x(t),(43)

where ψ3 and ψ2 are solutions to

ψ̇3 = −A(t)>ψ3 − ψ3A(t) +Q1 − ψ3B(t)R−1
11 B(t)>ψ3 − ψ3C(t)R−1

22 C(t)>ψ2,

ψ̇2 = −A(t)>ψ2 − ψ2A(t) +Q2 − ψ2B(t)R−1
11 B(t)>ψ3 − ψ2C(t)R−1

22 C(t)>ψ2,

with end point conditions

ψ3(1) = −K1, ψ2(1) = −K2.

It is clear that the existence of µ ≥ 0 that satisfies the equality (41) is a constraint
qualification for ensuring the existence of normal multipliers for the class of linear-
quadratic bilevel problems. Such µ ≥ 0 exists, for example, when

K1 = 0, Q1 = 0, R12 = 0

or

K1 = K2 = 0, Q1 = Q2 = 0.
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