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Abstract. In this paper we study nonlinear programming problems with equality, inequality,
and abstract constraints where some of the functions are Fréchet differentiable at the optimal solu-
tion, some of the functions are Lipschitz near the optimal solution, and the abstract constraint set
may be nonconvex. We derive Fritz John type and Karush–Kuhn–Tucker (KKT) type first order
necessary optimality conditions for the above problem where Fréchet derivatives are used for the
differentiable functions and subdifferentials are used for the Lipschitz continuous functions. Con-
straint qualifications for the KKT type first order necessary optimality conditions to hold include
the generalized Mangasarian–Fromovitz constraint qualification, the no nonzero abnormal multiplier
constraint qualification, the metric regularity of the constraint region, and the calmness constraint
qualification.
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1. Introduction. The classical multiplier rule usually requires that the objective
function and the inequality constraints be differentiable, the equality constraints be
continuously differentiable at the optimal solution, and the abstract constraint set
be convex with nonempty interior (e.g., see Bazaraa, Sherali, and Shetty [1] and
Mangasarian [14]).

Over the last three decades, the classical multiplier rule was extended under two
different assumptions: differentiability and Lipschitz continuity.

On the one hand, the classical multiplier rule was extended in the direction of
eliminating the smoothness assumption while keeping the differentiability assumption.
In the case where there is no abstract constraint, based on a correction theorem, Halkin
[9] proved that the classical multiplier rule holds under the weaker assumption which
requires only that the equality constraints be Fréchet differentiable at the optimal
solution and continuous in a neighborhood of the optimal solution. Based on a multi-
dimensional intermediate value theorem, Di [7] derived some first order and second
order multiplier rules for nonlinear programming problems with equality, inequality,
and abstract constraints where all functions are Fréchet differentiable at the optimal
solution and continuous in a neighborhood of the optimal solution and the abstract
constraint set is convex.

On the other hand, in nonsmooth analysis the classical multiplier rule was gen-
eralized in the direction of replacing the differentiability assumption by the Lipschitz
continuity assumption. Under the assumption that all functions are Lipschitz near the
optimal solution and the abstract constraint set is closed, Clarke [3] derived a gener-
alized multiplier rule involving the Clarke generalized gradient and the Clarke normal
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cone. The Clarke generalized gradient of a function would reduce to the usual deriva-
tive only when the function is strictly differentiable (for example, when the function
is continuously differentiable). Hence, when all functions involved are continuously
differentiable and the abstract constraint set is convex, the generalized multiplier rule
of Clarke would recover the classical multiplier rule. However, the Clarke generalized
gradient of a Lipschitz continuous function may be strictly larger than the set which
consists of the usual derivative when the function is Fréchet differentiable but not
strictly differentiable. In the case when the abstract set is convex, Ioffe [11] showed
that the Clarke generalized multiplier rule can be sharpened by replacing the Clarke
generalized gradient by the Michel–Penot subdifferential which coincides with the
usual derivative when the function is Gâteaux differentiable. Other results in this di-
rection also include Mordukhovich’s combined multiplier rule [16] and the Treiman’s
multiplier rule [19].

In this paper we study first order necessary optimality conditions for nonlinear
programming problems with equality, inequality, and abstract constraints where some
of the functions are Fréchet differentiable at the optimal solution, some of the func-
tions are Lipschitz near the optimal solution, and the abstract constraint set may be
nonconvex. For the above nonlinear programming problem with mixed assumptions
on differentiability and Lipschitz continuity, since a differentiable function may not
be Lipschitz continuous, the only applicable necessary optimality conditions in the
literature are fuzzy multiplier rules (see, e.g., Borwein and Zhu [2]). Although in a
finite dimensional space the fuzzy multiplier rule reduces to an exact multiplier rule,
it involves the singular subdifferential of the non-Lipschitz functions. Our purpose is
to derive exact (i.e., nonfuzzy) first order multipler rules which do not involve any
singular subdifferentials for the above problem where Fréchet derivatives are used for
the differentiable functions and subdifferentials are used for the Lipschitz continuous
functions.

To be more precise, we consider the following optimization problem:

(P) minimize f(x)

subject to gi(x) ≤ 0, i = 1, 2, . . . , I,

hj(x) = 0, j = 1, 2, . . . , J,

φk(x) ≤ 0, k = 1, 2, . . . ,K,

ψl(x) = 0, l = 1, 2, . . . , L,

x ∈ Ω,

where f, gi(i = 1, 2, . . . , I), hi(j = 1, 2, . . . , J), φk(k = 1, 2, . . . ,K), ψl(l = 1, 2, . . . , L)
are the objective function and the constraint functions from a Banach space X to
R. Ω is a closed subset of X and I, J,K,L are given integers. Generally one has
I ≥ 1, J ≥ 1,K ≥ 1, L ≥ 1, but we allow I, J,K, or L = 0 to signify the case in which
there are no explicit constraints of the type.

Let x̄ be a local optimal solution to (P). Denote by I(x̄) := {i : gi(x̄) = 0} and
K(x̄) := {k : φk(x̄) = 0} the index sets of the binding constraints. We always make
the following basic assumptions on the constraint functions.

(A) gi(i ∈ I(x̄)), hj(j = 1, 2, . . . , J) are Fréchet differentiable at x̄ and gi(i �∈ I(x̄))
are continuous at x̄. φk(k ∈ K(x̄)), ψl(l = 1, 2, . . . , L) are Lipschitz near x̄
and φk(k �∈ K(x̄)) are continuous at x̄.

Our main results include the following multiplier rules.
Theorem 1.1 (Fritz John necessary optimality conditions for the case L = 0).
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Let x̄ be a local optimal solution of (P) with L = 0. Suppose that f is either Fréchet dif-
ferentiable at x̄ or Lipschitz near x̄, in addition to assumption (A), hj(j = 1, 2, . . . , J)
are continuous in a neighborhood of x̄, and there exists a vector that is hypertangent
(see Definition 2.4) to the abstract constraint set Ω at x̄. Then there exist scalars
λ ≥ 0, αi ≥ 0(i ∈ I(x̄)), βj(j = 1, 2, . . . , J), γk ≥ 0(k ∈ K(x̄)) not all zero such that

0 ∈ λ∂✸f(x̄) +
∑
i∈I(x̄)

αi∇gi(x̄) +
J∑
j=1

βj∇hj(x̄) +
∑

k∈K(x̄)

γk∂
✸φk(x̄) +N(x̄,Ω),

where ∂✸ denotes the Michel–Penot subdifferential, ∇ denotes the Fréchet derivative,
and N(x̄,Ω) denotes the Clarke normal cone to Ω at x̄.

Remark 1. Note that in the case where f is Fréchet differentiable at x̄, ∂✸f(x̄) =
{∇f(x̄)} in the above multiplier rule. As it was shown by Fernandez [8], the continuity
assumption of the equality constraints hj in Theorem 1.1 cannot be removed.

Theorem 1.2 (Fritz John necessary optimality conditions for the case I = J =
0). Let x̄ be a local optimal solution of (P) with I = J = 0. Suppose that the
objective function f is Fréchet differentiable at x̄, φk(k ∈ K(x̄)), ψl(l = 1, 2, . . . , L)
are Lipschitz near x̄ and φk(k �∈ K(x̄)) are continuous at x̄. Then there exist scalars
λ ≥ 0, γk ≥ 0(k ∈ K(x̄)), ηl(l = 1, 2, . . . , L) not all zero such that

0 ∈ λ∇f(x̄) +
∑

k∈K(x̄)

γk∂φk(x̄) +

L∑
l=1

ηl∂ψl(x̄) +N(x̄,Ω),

where ∂ denotes the Clarke generalized gradient and N(x,Ω) denotes the Clarke nor-
mal cone to Ω at x̄. Moreover, if X is an Asplund space which is a Banach space whose
separable subspaces have separable duals (as is the case for reflexive spaces), under
the above assumptions, there exist scalars λ ≥ 0, γk ≥ 0(k ∈ K(x̄)), ηl(l = 1, 2, . . . , L)
not all zero such that

0 ∈ λ∇f(x̄) +
∑

k∈K(x̄)

γk∂̂φk(x̄) + ∂̂

(
L∑
l=1

ηlψl

)
(x̄) + N̂(x̄,Ω),

where ∂̂ denotes the limiting subdifferential and N̂(x̄,Ω) denotes the limiting normal
cone to Ω at x̄.

As in smooth and Lipschitz optimization we also give constraint qualifications
under which the scalar λ in the above theorems is nonzero such as the generalized
Mangasarian–Fromovitz constraint qualification (GMFCQ), the no nonzero abnormal
multiplier constraint qualification (NNAMCQ), the metric regularity of the constraint
region (metric regularity CQ), and the calmness constraint qualification (calmness
CQ).

We organize the paper as follows. In the next section we provide preliminaries
that will be used in the paper. In section 3, we prove Theorem 1.1, the Fritz John type
necessary optimality condition for the case where there are no Lipschitz continuous
equality constraints. In section 4, we introduce constraint qualifications, discuss the
relationship between the (GMFCQ) and (NNAMCQ), and prove that under constraint
qualifications such as the (NNAMCQ), the metric regularity CQ and the calmness
CQ, λ in Theorems 1.1 can be taken as 1. An example is given to show that when
the objective function is not Lipschitz but only Fréchet differentiable, the metric
regularity CQ may not imply the calmness CQ. Hence the well-known relationships
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between these constraint qualifications may not hold when some of the functions
are not Lipschitz but Fréchet differentiable. However, it turns out that the Karush–
Kuhn–Tucker (KKT) conditions can usually be derived directly. We prove that unlike
the Fritz John type condition (Theorem 1.1), under the metric regularity CQ and
the calmness CQ the KKT condition holds even in the case where L �= 0, and the
continuity assumption of the Fréchet differentiable equality constraints is not needed.
In section 5, we derive KKT type necessary optimality conditions for the case where
all constraint functions are Lipschitz continuous and the objective function is Fréchet
differentiable under the constraint qualification (NNAMCQ), the metric regularity
CQ, and the calmness CQ. Theorem 1.2, the Fritz John type necessary optimality
condition, then follows as an easy consequence.

2. Preliminaries. This section contains some background material on non-
smooth analysis which will be used throughout the paper. We give only concise defini-
tions that will be needed in the paper. For more detailed information on the subject,
our references are Clarke [4], Clarke, Ledyaev, Stern, and Wolenski [5], Loewen [13],
and Mordukhovich and Shao [17].

We first give the following notations that will be used throughout the paper. For
a vector v ∈ Rn, vi is the ith components of v. For any Banach space X we denote its
norm by ‖ · ‖ and consider the dual space X∗ equipped with the weak-star topology
w∗, where 〈·, ·〉 means the canonic pairing. As usual, B and B∗ stand for the open unit
balls in the space and the dual space in question. Note that intΩ, clΩ, and coΩ mean,
respectively, the interior, the closure, and the convex hull of an arbitrary nonempty
set Ω ⊂ X, while the notation cl∗ is used for the weak-star topological closure in X∗.

For a set-valued map Φ : X ⇒ X∗, we denote by

lim sup
x→x̄

Φ(x)

the sequential Kuratowski–Painlevé upper limit with respect to the norm topology in
X and the weak-star topology in X∗, i.e.,

lim sup
x→x̄

Φ(x) := {x∗ ∈ X∗|∃ sequences xk → x̄, x∗k
w∗
→ x∗,

with x∗k ∈ Φ(xk)∀k = 1, 2, . . .}.

We now give some concepts for various normal cones.
Definition 2.1. Let Ω be a nonempty subset of a Banach space X and let ε ≥ 0.
(i) Given x ∈ clΩ, the set

NF
ε (x,Ω) :=

{
x∗ ∈ X∗| lim sup

x′→x,x′∈Ω

〈x∗, x′ − x〉
‖x′ − x‖ ≤ ε

}
(2.1)

is called the set of Fréchet ε-normals to Ω at x. When ε = 0, the set (2.1) is
a cone which is called the Fréchet normal cone to Ω at x and is denoted by
NF (x,Ω).

(ii) Let x̄ ∈ clΩ. The nonempty cone

N̂(x̄,Ω) := lim sup
x→x̄,ε↓0

NF
ε (x,Ω)(2.2)

is called the limiting normal cone to Ω at x̄.
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Using the definitions for normal cones, we now give definitions for corresponding
subdifferentials of a single-valued map.

Definition 2.2. Let X be a Banach space and ϕ : X → R ∪ {+∞} be l.s.c.
(lower semicontinuous) and finite at x ∈ X. The sets

∂Fε ϕ(x) := {x∗ ∈ X∗|(x∗,−1) ∈ NF
ε ((x, ϕ(x)), epiϕ)},(2.3)

∂̂ϕ(x) := {x∗ ∈ X∗|(x∗,−1) ∈ N̂((x, ϕ(x)), epiϕ)},

where epiϕ := {(x, v) : v ≥ ϕ(x)} denotes the epigraph of ϕ, are called, respectively,
the Fréchet ε-subdifferential and the limiting subdifferential of ϕ at x. When ε = 0,
the set (2.3) is called the Fréchet subdifferential of ϕ at x and is denoted by ∂Fϕ(x).
It is known that the Fréchet subdifferential has the following analytic expression:

∂Fϕ(x) =

{
x∗ ∈ X∗| lim inf

x′→x

ϕ(x′)− ϕ(x)− 〈x∗, x′ − x〉
‖x′ − x‖ ≥ 0

}
.(2.4)

Let X be any Banach space, x̄ ∈ X, and ϕ : X → R be any continuous func-
tion. Then the Michel–Penot directional derivative of ϕ at x̄ in the direction v ∈ X
introduced in [15] is given by

ϕ✷(x̄; v) := sup
w∈X

lim sup
t↓0

ϕ(x̄+ t(v + w))− ϕ(x̄+ tw)

t

and the Michel–Penot subdifferential of ϕ at x̄ is given by the set

∂✸ϕ(x̄) := {x∗ ∈ X∗|〈x∗, v〉 ≤ ϕ✷(x̄; v) ∀v ∈ X}.

It is known (see [15, Proposition 1.3]) that when a function ϕ is Gâteaux differentiable
at x̄, ∂✸ϕ(x̄) = {∇ϕ(x̄)}.

The following properties of the Michel–Penot directional derivatives and the
Michel–Penot subdifferentials will be useful.

Proposition 2.3 (see [15, 11]). Let X be a Banach space, x ∈ X, and f be
Lipschitz near x with constant Lf . Then

(i) The function v → f✷(x; v) is finite, positively homogeneous, and subadditive
on X.

(ii) As a function of v, f✷(x; v) is Lipschitz continuous with constant Lf on X.
(iii) ∂✸f(x) is a nonempty, convex, weak∗-compact subset of X∗ and ‖x∗‖ ≤ Lf

for every x∗ ∈ ∂✸f(x).
Let X be any Banach space, x̄ ∈ X, and ϕ : X → R be Lipschitz near x̄. Then

the Clarke generalized derivative of ϕ at x̄ in the direction v ∈ X is given by

ϕ0(x̄; v) := lim sup
x→x̄,t↓0

ϕ(x+ tv)− ϕ(x)

t

and the Clarke generalized gradient of ϕ at x̄ is given by the set

∂ϕ(x̄) := {x∗ ∈ X∗|〈x∗, v〉 ≤ ϕ0(x̄; v) ∀v ∈ X}.

Let Ω be a nonempty subset of a Banach space X and consider its distance
function, that is, the function dΩ(·) : X → R defined by

dΩ(x) = inf{‖x− c‖ : c ∈ Ω}.
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The Clarke tangent cone to Ω at x̄ is defined by

T (x̄,Ω) := {v ∈ X| d0
Ω(x̄; v) = 0}

and the Clarke normal cone to Ω at x̄ is defined by polarity with T (x̄,Ω):

N(x̄,Ω) := {x∗ ∈ X∗|〈x∗, v〉 ≤ 0 ∀v ∈ T (x̄,Ω)}.
Definition 2.4 (hypertangent). Let X be a Banach space. A vector v in X is

said to be hypertangent to the set Ω ⊆ X at the point x ∈ Ω if for some ε > 0,

y + tw ∈ Ω ∀y ∈ (x+ εB) ∩ Ω, w ∈ v + εB, t ∈ (0, ε).

It follows easily that any vector v hypertangent to Ω at x belongs to T (x,Ω). It is
possible to have no hypertangents at all. However, it is clear that when Ω is a convex
set with nonempty interior, then any vector x∗ − x with x∗ ∈ intΩ is hypertangent to
Ω at x.

It is known that in any Banach space X and for any ε ≥ 0

NF
ε (x̄,Ω) ⊆ N̂(x̄,Ω) ⊆ N(x̄,Ω),

∂Fε ϕ(x̄) ⊆ ∂̂ϕ(x̄) ⊆ ∂✸ϕ(x̄) ⊆ ∂ϕ(x̄)

and in any Asplund space, the following precise relationships hold [17, Theorems 2.9
and 8.11]:

(i) For any closed set Ω ⊆ X and x̄ ∈ Ω one has

N̂(x̄,Ω) = lim sup
x→x̄

NF (x,Ω),

N(x̄; Ω) = cl∗coN̂(x̄,Ω).

(ii) For any function ϕ : X → R which is Lipschitz near x̄ ∈ X, one has

∂̂ϕ(x̄) = lim sup
x→x̄

∂Fϕ(x),

∂ϕ(x̄) = cl∗co∂̂ϕ(x̄).

We now summarize the sum rules and chain rules for the various subdifferentials
in the literature. For convenience, we do not intend to quote the results under the
most general assumptions. Instead, we provide the results under the assumptions
we need in our paper. For example, since when Y is finite dimensional, a function
ϕ : X → Y is Lipschitz near x̄ ∈ X is strictly Lipschitzian at x̄ in the sense of [17];
Propositions 2.5(ii) and 2.6(ii) are special cases of the results in [17].

Proposition 2.5 (sum rules).
(i) (See, e.g., the proof of [6, Lemma 2.2].) Let X be a Banach space and x̄ ∈ X.

Let ϕ1 : X → R be Fréchet differentiable at x̄ and ϕ2 → R ∪ {+∞} be finite
and l.s.c. at x̄. Then

∂F (ϕ1 + ϕ2)(x̄) = ∇ϕ1(x̄) + ∂Fϕ2(x̄).

(ii) (See [17, Proposition 2.5 and Theorem 4.1].) Let X be an Asplund space and
x̄ ∈ X. Let ϕi : X → R ∪ {+∞}, i = 1, 2, be l.s.c. at x̄ and one of these
functions is Lipschitz near x̄. Then one has

∂̂(ϕ1 + ϕ2)(x̄) ⊆ ∂̂ϕ1(x̄) + ∂̂ϕ2(x̄).
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(iii) (See [4, Proposition 2.3.3].) Let X be a Banach space and x̄ ∈ X. Let
ϕi : X → R, i = 1, 2, be Lipschitz near x̄. Then one has

∂(ϕ1 + ϕ2)(x̄) ⊆ ∂ϕ1(x̄) + ∂ϕ2(x̄).

Proposition 2.6 (chain rules).
(i) (See [5, Theorem 2.5].) Let X be a Banach space and x̄ ∈ X. Suppose that

ϕ : X → Rn is Lipschitz near x̄ and f : Rn → R is Lipschitz near ϕ(x̄).
Then

∂(f ◦ ϕ)(x̄) ⊆ cl∗co ∪y∗∈∂f(ϕ(x̄)) ∂〈y∗, ϕ〉(x̄).
(ii) (See [17, Proposition 2.5 and Corollary 6.3].) Moreover, if X is an Asplund

space, then

∂̂(f ◦ ϕ)(x̄) ⊆ ∪y∗∈∂̂f(ϕ(x̄))∂̂〈y∗, ϕ〉(x̄).

The following exact penalty results given by Clarke in [4, Proposition 2.4.3] will
often be used in the paper.

Proposition 2.7. Let C be a closed subset of X. Assume that f attains a
minimum over C at x̄ ∈ C and f is Lipschitz near x̄ with constant Lf > 0. Then for
all K ≥ Lf , the function g(y) = f(y) +KdC(y) also attains a minimum over X at
x̄.

3. Proof of Theorem 1.1. We need only to prove the theorem under the as-
sumption that there do not exist scalars αi ≥ 0(i ∈ I(x̄)), βj(j = 1, 2, . . . , J), γk ≥
0(k ∈ K(x̄)) not all zero such that

0 ∈
∑
i∈I(x̄)

αi∇gi(x̄) +
J∑
j=1

βj∇hj(x̄) +
∑

k∈K(x̄)

γk∂
�φk(x̄) +N(x̄,Ω).(3.1)

Indeed, if (3.1) is satisfied by some scalars αi ≥ 0(i ∈ I(x̄)), βj(j = 1, 2, . . . , J), γk ≥
0(k ∈ K(x̄)) that are not all zero, then by taking λ = 0 we obtain the Fritz John
condition.

Case 1, J �= 0.
Since ∇hj(x̄)(j = 1, 2, . . . , J) are linearly independent by assumption (3.1), by

the correction theorem of Halkin [9, Theorem F], there exist a neighborhood U of x̄
and a continuous mapping ζ from U into X such that ζ(x̄) = 0,∇ζ(x̄) = 0 and

hj(x+ ζ(x)) = 〈∇hj(x̄), x− x̄〉 ∀x ∈ U, j = 1, 2, . . . , J.(3.2)

We shall now prove that there is no v ∈ intT (x̄,Ω) such that

f✷(x̄; v) < 0,(3.3)

〈∇gi(x̄), v〉 < 0, i ∈ I(x̄),(3.4)

〈∇hj(x̄), v〉 = 0, j = 1, 2, . . . , J,(3.5)

φ✷
k (x̄; v) < 0, k ∈ K(x̄).(3.6)

By contradiction, we assume that there exists v∗ ∈ intT (x̄,Ω) such that (3.3)–
(3.6) hold. Let

θ(t) = x̄+ tv∗ + ζ(x̄+ tv∗) ∀t ∈ [0, 1].



1448 JANE J. YE

Then by virtue of (3.2) and (3.5), for all τ ∈ (0, 1] small enough, hj(θ(τ)) = 0 for all
j = 1, 2, . . . , J . Since θ(0) = x̄,∇θ(0) = v∗, by the chain rule,

lim
t→0+

gi(θ(t))− gi(θ(0))

t
= 〈∇gi(x̄), v∗〉 ∀i ∈ I(x̄).

Consequently, by virtue of (3.4),

lim
t→0+

gi(θ(t))− gi(θ(0))

t
< 0 ∀i ∈ I(x̄).

That is, for all τ ∈ (0, 1] small enough,

gi(θ(τ)) < 0 ∀i ∈ I(x̄).

Since φk is Lipschitz near x̄,

φ✷
k (x̄; v

∗) = sup
w∈X

lim sup
v′→v∗,t↓0

φk(x̄+ t(v′ + w))− φk(x̄+ tw)

t
∀k ∈ K(x̄).

Consequently, by virtue of (3.6), we have for all τ ∈ (0, 1] small enough,

φk(x̄+ τv∗ + ζ(x̄+ τv∗))− φk(x̄)

τ
< 0 ∀k ∈ K(x̄).

That is, for all τ ∈ (0, 1] small enough,

φk(θ(τ)) < 0 ∀k ∈ K(x̄).

Similarly since f✷(x̄, v) = 〈∇f(x̄), v〉 when f is Fréchet differentiable, for all τ ∈
(0, 1] small enough, f(θ(τ)) < f(x̄) by virtue of (3.3). By assumption, there exists
a hypertangent to Ω at x̄. By Rockafellar (see [4, Theorem 2.4.8]), the set of all
hypertangents to Ω at x̄ coincides with the interior of the Clarke tangent cone to Ω
at x̄. So for all τ ∈ (0, 1] small enough,

x̄+ tv∗ + ζ(x̄+ τv∗) = x̄+ τ

[
v∗ +

ζ(x̄+ τv∗)
τ

]
∈ Ω.

By the continuity assumptions at x̄ for gi(i �∈ I(x̄)), φk(k �∈ K(x̄)), for all τ ∈ (0, 1]
small enough,

gi(θ(τ)) < 0 ∀i �∈ I(x̄),

φk(θ(τ)) < 0 ∀k �∈ K(x̄).

Hence there exists τ ∈ (0, 1] such that

f(θ(τ)) < f(x̄),

gi(θ(τ)) < 0, i = 1, 2, . . . , I,

hj(θ(τ)) = 0, j = 1, 2, . . . , J,

φk(θ(τ)) < 0, k = 1, 2, . . . ,K,

θ(τ) ∈ Ω,

which contradicts the fact that x̄ is a local optimal solution of (P).
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Since T (x̄,Ω) is a closed convex cone and f✷(x̄; v), φ✷
k (x̄; v) are continuous in v

(see Proposition 2.3), by virtue of nonexistence of v ∈ intT (x̄,Ω) satisfying (3.3)–
(3.6), the nonemptyness of intT (x̄,Ω), and Proposition 4.4, v = 0 is a solution to the
following problem:

min f✷(x̄; v)

s.t. 〈∇gi(x̄), v〉 ≤ 0, i ∈ I(x̄),

〈∇hj(x̄), v〉 = 0, j = 1, 2, . . . , J,

φ✷
k (x̄; v) ≤ 0, k ∈ K(x̄),

v ∈ T (x̄,Ω).

Applying the generalized multiplier rule of Clarke [4, Theorem 6.1.1], there exist
scalars λ ≥ 0, αi ≥ 0(i ∈ I(x̄)), βj(j = 1, 2, . . . , J), γk ≥ 0(k ∈ K(x̄)) not all zero such
that

0 ∈ λ∂vf
✷(x̄; 0) +

∑
i∈I(x̄)

αi∇gi(x̄) +
J∑
j=1

βj∇hj(x̄)

+
∑

k∈K(x̄)

γk∂vφ
✷
k (x̄; 0) +N(0, T (x̄,Ω)),

where ∂v denotes the generalized gradient with respect to v.
By definition, ξ ∈ ∂✸f(x̄) if and only if

〈ξ, v〉 ≤ f✷(x̄; v) ∀v ∈ X.(3.7)

Since f✷(x̄; v) is a convex function of v (see Proposition 2.3) and obviously f✷(x̄; 0) =
0, (3.7) holds if and only if ξ ∈ ∂vf

✷(x̄; 0). Hence, ∂vf
✷(x̄; 0) = ∂✸f(x̄). Similarly,

∂vφ
✷
k (x̄; 0) = ∂✸φk(x̄). Since ξ ∈ N(x̄,Ω) if and only if 〈ξ, v〉 ≤ 0 for all v ∈ T (x̄,Ω),

N(0, T (x̄,Ω)) = N(x̄,Ω).

Hence the Fritz John condition holds in this case.
Case 2, J = 0, I �= 0.
We shall now prove that there is no v ∈ intTΩ(x̄) such that

f✷(x̄; v) < 0,(3.8)

〈∇gi(x̄), v〉 < 0, i ∈ I(x̄),(3.9)

φ✷
k (x̄; v) < 0, k ∈ K(x̄).(3.10)

By contradiction, we assume that there exists v∗ ∈ intT (x̄,Ω) such that (3.8)–(3.10)
hold. Since gi, i ∈ I(x̄) are differentiable at x̄, for t > 0 small enough,

gi(x̄+ tv∗) = gi(x̄) + t〈∇gi(x̄), v∗〉+ αi(x̄, tv
∗)t‖v∗‖ ∀i ∈ I(x̄),

where limt→0 αi(x̄, tv
∗) = 0 for i ∈ I(x̄).

By virtue of (3.9), for τ > 0 small enough,

〈∇gi(x̄), v∗〉+ αi(x̄, τv
∗)‖v∗‖ < 0

and hence for τ > 0 small enough,

gi(x̄+ τv∗) < 0, i = 1, 2, . . . , I.
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By virtue of (3.10), we have for all τ ∈ (0, 1] small enough,

φk(x̄+ τv∗)− φk(x̄)

τ
< 0 ∀k ∈ K(x̄).

That is, for all τ ∈ (0, 1] small enough,

φk(x̄+ τv∗) < 0, k = 1, 2, . . . ,K.

Similarly, we can prove that for all τ small enough,

f(x̄+ τv∗) < f(x̄).

Since v∗ is a hypertangent to Ω at x̄, x̄ + τv∗ ∈ Ω for τ > 0 small enough. Hence
there exists τ > 0 such that

f(x̄+ τv∗) < f(x̄),

gi(x̄+ τv∗) < 0, i = 1, 2, . . . , I,

φk(x̄+ τv∗) < 0, k = 1, 2, . . . ,K,

x̄+ τv∗ ∈ Ω,

which contradicts the fact that x̄ is a local optimal solution of (P).
The remaining proof is similar to Case 1.

4. Constraint qualifications and the KKT conditions. In this section we
introduce four constraint qualifications which ensure the KKT conditions hold and
discuss the relationships among them.

The first constraint qualification for the case L = 0 follows naturally from the
Fritz John necessary optimality condition as in the following proposition.

Theorem 4.1 (KKT condition for the case L = 0 under the (NNAMCQ)). In
addition to the assumptions of Theorem 1.1, assume that there is no nonzero abnormal
multiplier, i.e.,

0 ∈
∑
i∈I(x̄)

αi∇gi(x̄) +
J∑
j=1

βj∇hj(x̄) +
∑

k∈K(x̄)

γk∂
✸φk(x̄) +N(x̄,Ω),(4.1)

αi ≥ 0, i ∈ I(x̄),

implies that αi = 0 for all i ∈ I(x̄), βj = 0 for all j = 1, 2, . . . , J, γk = 0 for all k ∈
K(x̄). Then λ > 0 in the conclusion of Theorem 1.1.

Proof. By Theorem 1.1, there exist scalars λ ≥ 0, αi ≥ 0(i ∈ I(x̄)), βj(j =
1, 2, . . . , J), γk ≥ 0(k ∈ K(x̄)) not all zero such that

0 ∈ λ∂✸f(x̄) +
∑
i∈I(x̄)

αi∇gi(x̄) +
J∑
j=1

βj∇hj(x̄) +
∑

k∈K(x̄)

γk∂
✸φk(x̄) +N(x̄,Ω).(4.2)

The case λ = 0 is impossible. Indeed, if λ = 0 in the above condition, then the
inclusion (4.2) coincides with inclusion (4.1). The assumption then rules out this
possibility.

Motivated by the above KKT condition we define the following constraint quali-
fication for the general problem (P).



MULTIPLIER RULES UNDER MIXED ASSUMPTIONS 1451

Definition 4.2. We say that (P) satisfies the (NNAMCQ) if

0 ∈
∑
i∈I(x̄)

αi∇gi(x̄) +
J∑
j=1

βj∇hj(x̄) +
∑

k∈K(x̄)

γk∂
✸φk(x̄) +

L∑
l=1

ηl∂
✸ψl(x̄) +N(x̄,Ω),

αi ≥ 0, i ∈ I(x̄), γk ≥ 0, k ∈ K(x̄),

implies that αi = 0 for all i ∈ I(x̄), βj = 0 for all j = 1, 2, . . . , J, γk = 0 for all k ∈
K(x̄), ηl = 0 for all l = 1, 2, . . . , L.

We now prove that the (NNAMCQ) is closely related to but weaker than the
(GMFCQ) defined as follows.

Definition 4.3. We say that (P) satisfies the (GMFCQ) at x̄ if there exists
d0 ∈ intT (x̄,Ω) such that

(i) 〈∇gi(x̄), d0〉 < 0, φ✷
k (x̄; d0) < 0 ∀i ∈ I(x̄), k ∈ K(x̄),

(ii) 〈∇hj(x̄), d0〉 = 0, ψ✷
l (x̄; d0) = 0, i = 1, 2, . . . , J, l = 1, 2, . . . , L,

(iii) for any ξl ∈ ∂✸ψl(x̄), l = 1, . . . , L, {∇h1(x̄), . . . ,∇hJ(x̄), ξ1, . . . , ξL} are lin-
early independent.

Proposition 4.4. The (GMFCQ) implies (NNAMCQ). Under the assumption
that intT (x̄,Ω) �= ∅, the (GMFCQ) and (NNAMCQ) are equivalent.

Proof. Since the proof of (GMFCQ) implying (NNAMCQ) is exactly similar to
the proof in the case I = J = 0 [12, Proposition 4.3], we omit the proof.

We now prove the reverse statement under the assumption that intT (x̄,Ω) �=
∅. Suppose that the (NNAMCQ) holds but not the (GMFCQ). If for some ξl ∈
∂✸ψl(x̄), l = 1, 2, . . . , L, {∇h1(x̄), . . . ,∇hJ(x̄), ξ1, . . . , ξL} are linearly dependent, then
there exist scalars βj(j = 1, 2, . . . , J), ηl(l = 1, 2, . . . , L) not all zero such that

0 ∈
J∑
j=1

βj∇hj(x̄) +
L∑
l=1

ηl∂
✸ψl(x̄)

⊆
J∑
j=1

βj∇hj(x̄) +
L∑
l=1

ηl∂
✸ψl(x̄) +N(x̄,Ω),

which contradicts the fact that there is no nonzero abnormal multiplier for (P). If
there is no d0 ∈ intT (x̄,Ω) satisfying items (i) and (ii), then in the case I �= 0, d = 0
must be an optimal solution to the following problem:

min 〈∇gī(x̄), d〉
s.t. 〈∇gi(x̄), d〉 ≤ 0, i ∈ I(x̄)\{̄i},

〈∇hj(x̄), d〉 = 0, j = 1, . . . , J,

φ✷
k (x̄; d) ≤ 0, k ∈ K(x̄),

ψ✷
l (x̄; d) = 0, l = 1, . . . , L,

d ∈ T (x̄,Ω),

where ī ∈ I(x̄) and in the case where I = 0 but K �= 0, d = 0 must be an optimal
solution to the following problem:

min φ✷
k̄ (x̄; d)

s.t. 〈∇hj(x̄), d〉 = 0, j = 1, . . . , J,

φ✷
k (x̄; d) ≤ 0, k ∈ K(x̄)\{k̄},



1452 JANE J. YE

ψ✷
l (x̄; d) = 0, l = 1, . . . , L,

d ∈ T (x̄,Ω),

where k̄ ∈ K(x̄). Applying the generalized multiplier rule of Clarke completes the
proof.

In Lipschitz optimization, it is well known that the calmness condition is the weak-
est constraint qualification. We now extend the definition of the calmness condition
[4] to our setting.

Definition 4.5 (calmness). Let x̄ be a solution of (P). (P) is calm at x̄ provided
that there exist ε > 0 and µ > 0 such that for all (p, q, u, v) ∈ εBI+J+K+L and all
x ∈ x̄+ εB satisfying

g(x) + p ≤ 0, h(x) + q = 0, φ(x) + u ≤ 0, ψ(x) + v = 0, x ∈ Ω(4.3)

one has

f(x̄) ≤ f(x) + µ‖(p, q, u, v)‖,

where Bn denotes the open unit ball in Rn, g(x) := (g1(x), g2(x), . . . , gI(x))
t and

h(x), φ(x), ψ(x) are the vector-valued mappings defined similarly.
We now prove that the calmness condition is also a constraint qualification in our

setting. It is interesting to note that unlike the Fritz John type condition (Theorem
1.1) the KKT conditions under either the calmness condition (Theorem 4.2) or the
one under the metric regularity condition (Theorems 4.8 and 4.10) hold even for
problem (P) with L �= 0. Moreover, under either the calmness condition or the metric
regularity condition, the Fréchet differentiable equality constraints do not need to be
continuous near the optimal solution.

Theorem 4.6 (KKT condition under calmness CQ). Let x̄ be a solution of (P).
Suppose that the objective function f is either Fréchet differentiable at x̄ or Lipschitz
near x̄, the constraint functions satisfy assumption (A), and there exists a vector that
is hypertangent to Ω at x̄. If (P) is calm at x̄, then there exist αi ≥ 0(i ∈ I(x̄)), βj(j =
1, 2, . . . , J), γk ≥ 0(k ∈ K(x̄)), ηl(l = 1, 2, . . . , L) such that

0 ∈ ∂✸f(x̄) +
∑
i∈I(x̄)

αi∇gi(x̄) +
J∑
j=1

βj∇hj(x̄) +
∑

k∈K(x̄)

γk∂
✸φk(x̄)

+

L∑
l=1

ηl∂
✸ψl(x̄) +N(x̄,Ω).

Proof. By the definition of calmness, (x, p, u) = (x̄, 0, 0) is a local solution to

min f(x) + µ(‖(p, u)‖+
J∑
j=1

|hj(x)|+
L∑
l=1

|ψl(x)|)

s.t. g(x) + p ≤ 0,

φ(x) + u ≤ 0,

x ∈ Ω.

For a function gi(x), denote by g
+
i (x) := max{gi(x), 0)}. Since g(x)−g+(x) ≤ 0,φ(x)−

φ+(x) ≤ 0 and g(x̄)− g+(x̄) = 0, φ(x̄)− φ+(x̄) = 0, taking p = −g+(x), u = −φ+(x),
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by the calmness condition x̄ is also a local solution of the following problem:

min f(x) + µ

(√
I +Kmax{g1(x), . . . , gI(x), φ1(x), . . . , φK(x), 0}

+
J∑
j=1

|hj(x)|+
L∑
l=1

|ψl(x)|
)

s.t. x ∈ Ω.

That is, (x, r, s, t) = (x̄, 0, 0, 0) is a local solution of the following problem:

min f(x) + µ


√

I +Kr +

J∑
j=1

sj +

L∑
l=1

tl




s.t. r ≥ gi(x), i = 1, 2, . . . , I,

r ≥ φk(x), k = 1, 2, . . . ,K,

r ≥ 0,

sj ≥ hj(x), j = 1, 2, . . . , J,

sj ≥ −hj(x), j = 1, 2, . . . , J,

tl ≥ ψl(x), l = 1, 2, . . . , L,

tl ≥ −ψl(x), l = 1, 2, . . . , L,

x ∈ Ω.

It is straightforward to verify that the (NNAMCQ) for the above problem is
satisfied and the Lagrange multiplier rule with λ = 1 for the original problem follows
from applying Theorem 4.1 to the above problem.

We also extend the notion of metric regularity in smooth and Lipschitz optimiza-
tion to our setting.

Definition 4.7. Let C denote the constraint region of (P) and x̄ ∈ C. C is
said to be metrically regular at x̄ if there exist positive constants µ, ε such that for all
(p, q, u, v) ∈ εB and all x ∈ x̄+ εB satisfying (4.3), one has

dC(x) ≤ µ‖(p, q, u, v)‖.
As in smooth and Lipschitz optimization, the metric regularity is stronger than

the calmness condition in our setting when the objective function is Lipschitz contin-
uous.

Theorem 4.8 (KKT condition under the metric regularity assumption when
the objective function is Lipschitz). Let x̄ be a solution of (P). Assume that the
objective function f is Lipschitz near x̄, the constraint functions satisfy assumption
(A), and there exists a vector that is hypertangent to Ω at x̄. If the constraint region is
metrically regular at x̄, then the KKT condition as stated in the conclusion of Theorem
4.6 also holds.

Proof. Since the objective function f is Lipschitz near x̄, by virtue of Proposition
2.7, x̄ is a local solution to the following problem:

min f(x) + LfdC(x),

where Lf denotes the Lipschitz constant of f near x̄ and C is the constraint region
of (P). By the metric regularity, (x, p, q, u, v) = (x̄, 0, 0, 0, 0) is a local solution to the
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following problem:

min f(x) + Lfµ‖(p, q, u, v)‖
s.t. g(x) + p ≤ 0, h(x) + q ≤ 0, φ(x) + u ≤ 0, ψ(x) + v = 0, x ∈ Ω.

That is, the calmness CQ is satisfied at x̄ and hence the conclusion of Theorem 4.6
also holds.

Unlike the case where the objective function is Lipschitz continuous, when the
objective function is only differentiable, the metric regularity of a constraint region
may not imply the calmness as illustrated by the following example.

Example. Consider the following optimization problem:

min f(x)

s.t. x = 0,

where

f(x) :=

{
x2 sin 1

x2 if x �= 0,
0 if x = 0.

It is clear that f is differentiable everywhere with

f ′(x) :=
{
2x sin 1

x2 − 2
x cos

1
x2 if x �= 0,

0 if x = 0.

Hence f is differentiable at the optimal solution x̄ = 0 but not Lipschitz near x̄ = 0.
The constraint region {x : x = 0} is metrically regular since the constraint function
is linear. However, the problem is not calm at x̄ = 0 since x̄ = 0 is not a solution to
the perturbed problem

min f(x) + µ‖x‖
for any µ > 0.

However, although the metric regularity is not stronger than the calmness condi-
tion when the objective function is not Lipschitz, it turns out that the metric regularity
is still a constraint qualification when the objective function is Fréchet differentiable.
In the remainder of this section, we would like to prove the KKT condition under the
metric regularity assumption when the objective function is Fréchet differentiable.
First we prove the following formula for the Fréchet normal cone to the feasible re-
gion C and then we use the result to derive the multiplier rules.

Lemma 4.9. Let x̄ be a feasible solution of (P). Assume that the constraint
functions satisfy assumption (A) and there exists a vector that is hypertangent to Ω
at x̄. If C, the feasible region of (P), is metrically regular at x̄, then

NF (x̄, C) ⊂
{ ∑
i∈I(x̄)

αi∇gi(x̄) +
J∑
j=1

βj∇hj(x̄) +
∑

k∈K(x̄)

γk∂
✸φk(x̄)

+

L∑
l=1

ηl∂
✸ψl(x̄) +N(x̄,Ω) : αi ≥ 0, γk ≥ 0, i ∈ I(x̄), k ∈ K(x̄)

}
.

Proof. Let ξ be any element in NF
C (x̄). Then for any λ ↓ 0 there exists δ > 0 such

that

〈ξ, x′ − x̄〉 ≤ λ‖x′ − x̄‖ ∀x′ ∈ C ∩ (x̄+ δB).
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That is, x̄ is a local solution to the following problem:

min −〈ξ, x′〉+ λ‖x′ − x̄‖
s.t. x′ ∈ C.

Since the objective function of the above problem is Lipschitz continuous, by
virtue of Proposition 2.7, x̄ is a local solution to the following problem:

min −〈ξ, x′〉+ λ‖x′ − x̄‖+ LdC(x
′),

where L ≥ ‖ξ‖+ λ for all λ > 0. By the metric regularity, x̄ is a local solution to the
following problem:

(P′) min −〈ξ, x′〉+ λ‖x′ − x̄‖
+Lµ(

√
I +Kmax{g1(x′), . . . , gI(x′), φ1(x

′), . . . , φK(x′), 0}
+‖h(x′)‖+ ‖ψ(x′)‖)

s.t. x′ ∈ Ω.

Or equivalently, (x′, r, s, t) = (x̄, 0, 0, 0) is a local solution to the following problem:

min −〈ξ, x′〉+ λ‖x′ − x̄‖+M


r + J∑

j=1

sj +

L∑
l=1

tl




s.t. r ≥ gi(x
′), i = 1, 2, . . . , I,

r ≥ φk(x
′), k = 1, 2, . . . ,K,

r ≥ 0,

sj ≥ hj(x
′), j = 1, 2, . . . , J,

sj ≥ −hj(x′), j = 1, 2, . . . , J,

tl ≥ ψl(x
′), l = 1, 2, . . . , L,

tl ≥ −ψl(x′), l = 1, 2, . . . , L,

x′ ∈ Ω,

withM = Lµ
√
I +K. One can easily verify that the (NNAMCQ) for the above prob-

lem is satisfied. Applying Theorem 4.1, there exist αλi (i ∈ I(x̄)), βλj (j = 1, 2, . . . , J),

γλk (k ∈ K(x̄)), ηλl (l = 1, 2, . . . , L), such that

0 ∈ −ξ + λB∗ +
∑
i∈I(x̄)

αλi∇gi(x̄) +
L∑
j=1

βλj∇hj(x̄)

+
∑

k∈K(x̄)

γλk∂
✸φk(x̄) +

L∑
l=1

ηλl ∂
✸ψl(x̄) +N(x̄,Ω).

Since the (NNAMCQ) holds for problem (P ′), {(αλ, βλ, γλ, ηλ)}must be bounded.
Without loss of generality, we may assume that {(αλ, βλ, γλ, ηλ)} converges. The
proof of the lemma is completed after taking limits as λ→ 0, by virtue of the weak∗

compactness of the Michel–Penot subdifferentials (see Proposition 2.3).
Theorem 4.10 (KKT condition under the metric regularity CQ when the ob-

jective function is Fréchet differentiable). Let x̄ be a local optimal solution of (P).
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Assume that f is Fréchet differentiable at x̄, the constraint functions satisfy assump-
tion (A) , and there exists a vector that is hypertangent to Ω at x̄. If C is metrically
regular at x̄, then there exist scalars αi ≥ 0(i ∈ I(x̄)), βj(j = 1, . . . , J), γk ≥ 0(k ∈
K(x̄)), ηl(l = 1, 2, . . . , L) such that

0 ∈ ∇f(x̄) +
∑
i∈I(x̄)

αi∇gi(x̄) +
L∑
j=1

βj∇hj(x̄)

+
∑

k∈K(x̄)

γk∂
✸φk(x̄) +

L∑
l=1

ηl∂
✸ψl(x̄) +N(x̄,Ω).

Proof. Since f is Fréchet differentiable at x̄, we have

lim
x→x̄

f(x)− f(x̄)− 〈∇f(x̄), x− x̄〉
‖x− x̄‖ = 0.

Since x̄ is a local solution to (P), one has

lim sup
x→x̄,x∈C

−〈∇f(x̄), x− x̄〉
‖x− x̄‖ ≤ lim sup

x→x̄,x∈C
f(x)− f(x̄)− 〈∇f(x̄), x− x̄〉

‖x− x̄‖

≤ lim
x→x̄

f(x)− f(x̄)− 〈∇f(x̄), x− x̄〉
‖x− x̄‖

= 0.

That is, −∇f(x̄) ∈ NF (x̄, C). The proof of the theorem follows by applying Lemma
4.9, the expression of the Fréchet normal cone to the constraint region.

5. Multiplier rules for the case I = J = 0. In this section we consider
problem (P) in the case where all constraint functions are Lipschitz and the objective
function f is Fréchet differentiable. Under this assumption, we derive multiplier rules
without requiring the existence of a hypertangent to the abstract constraint set Ω.
Note that in Asplund space, the results are sharper since the limiting subdifferentials
and the limiting normal cones instead of the Clarke generalized gradients and the
Clarke normal cones are used.

First we prove the following formula for the Fréchet normal cone to the feasible
region with I = J = 0 and then we use the result to derive the multiplier rules.

Lemma 5.1. Let x̄ be a feasible solution of (P) with I = J = 0. Assume
that φk(k ∈ K(x̄)), ψl(l = 1, 2, . . . , L) are Lipschitz near x̄ and φk(k �∈ K(x̄)) are
continuous at x̄. If C is metrically regular at x̄, then

NF (x̄, C) ⊂


∑

k∈K(x̄)

γk∂φk(x̄) +

L∑
l=1

ηl∂ψk(x̄) +N(x̄,Ω) : γk ≥ 0, k ∈ K(x̄)


 ,

where C denotes the feasible region of (P) with I = J = 0.
Moreover, if X is an Asplund space, then

NF (x̄, C) ⊂
{

K∑
k=1

γk∂̂φk(x̄) + ∂̂〈η, ψ〉(x̄) + N̂(x̄,Ω) : γk ≥ 0, k ∈ K(x̄)

}
.
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Proof. Let ξ be any element in NF
C (x̄). Then for any λν ↓ 0, there exists δ > 0

such that

〈ξ, x′ − x̄〉 ≤ λν‖x′ − x̄‖ ∀x′ ∈ C ∩ (x̄+ δB).

That is, x̄ is a local solution to the following problem:

min −〈ξ, x′〉+ λν‖x′ − x̄‖
s.t. x′ ∈ C.

Since the objective function of the above problem is Lipschitz continuous, by
virtue of Proposition 2.7, x̄ is a local solution to the following problem:

min −〈ξ, x′〉+ λν‖x′ − x̄‖+ LdC(x
′),

where L ≥ ‖ξ‖ + λν for all ν = 1, 2, . . .. By metrical regularity, x̄ is a local solution
to the following problem:

min −〈ξ, x′〉+ λν‖x′ − x̄‖+ Lµ

(√
K max

k∈K(x̄)
{φk(x′), 0}+ ‖ψ(x′)‖

)
s.t. x′ ∈ Ω.

Or equivalently, x̄ is a local solution to the following problem:

min−〈ξ, x′〉+ λν‖x′ − x̄‖+M

(
max
k∈K(x̄)

{φk(x′), 0}+ ‖ψ(x′)‖
)
+ L̃dΩ(x

′),

with M = Lµ
√
K and L̃ being the Lipschitz constant of the objective function of the

previous optimization problem.
IfX is an Asplund space, then by the sum rule for limiting subdifferentials (Propo-

sition 2.5(ii)),

0 ∈ −ξ + λνB
∗ +M∂̂ϕ ◦ (φ, ψ)(x̄) + N̂(x̄,Ω),

where ϕ(u, v) = maxk∈K(x̄){uk, 0}+ ‖v‖. By the chain rule,

ξ ∈ λνB
∗ +M ∪(γ,η)∈∂̂ϕ(φ(x̄),ψ(x̄)) ∂̂〈(γ, η), (φ, ψ)〉(x̄) + N̂(x̄,Ω).

That is, there exists (γν , ην) ∈ ∂̂ϕ(φ(x̄), ψ(x̄)) such that

ξ ∈ λνB
∗ +M∂̂〈(γν , ην), (φ, ψ)〉(x̄) + N̂(x̄,Ω).

Since ϕ is Lipschitz, by virtue of Proposition 2.3, (γν , ην) is a bounded sequence in

RK+L and one can assume that (γν , ην)→(γ, η) for some (γ, η) ∈ ∂̂ϕ(φ(x̄), ψ(x̄)).
Hence,

ξ ∈ λνB
∗ +M∂̂〈(γν , ην), (φ, ψ)〉(x̄) + N̂(x̄,Ω)

⊆ λνB
∗ +M [∂̂〈(γ, η), (φ, ψ)〉(x̄) + ∂̂〈(γν , ην)− (γ, η), (φ, ψ)〉(x̄)] + N̂(x̄,Ω)

⊆ λνB
∗ +M∂̂〈(γ, η), (φ, ψ)〉(x̄) +M‖(γν , ην)− (γ, η)‖L(φ,ψ)B

∗ + N̂(x̄,Ω).

Taking limits as ν → ∞, by virtue of the weak∗ sequential closedness of limiting
subdifferentials, one has

ξ ∈M∂̂〈(γ, η), (φ, ψ)〉(x̄) + N̂(x̄,Ω)
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for some

(γ, η) ∈ ∂̂ϕ(φ(x̄), ψ(x̄))

=


(γ, η) :

∑
k∈K(x̄)

γk = 1, γk ≥ 0k ∈ K(x̄), η ∈ BL


 .

The case where X is a general Banach space can be proved similarly.
Theorem 5.2 (KKT condition when I = I = 0 under the metric regularity

CQ). Let x̄ be a local optimal solution of (P) with I = J = 0. Assume that f is
Fréchet differentiable at x̄, φk(k ∈ K(x̄)), ψl(l = 1, 2, . . . , L) are Lipschitz near x̄ and
φk(k �∈ K(x̄)) are continuous at x̄. If C is metrically regular at x̄, then there exist
γk ≥ 0(k ∈ K(x̄)), ηl(l = 1, 2, . . . , L) such that

0 ∈ ∇f(x̄) +
∑

k∈K(x̄)

γk∂φk(x̄) +

L∑
l=1

ηl∂ψl(x̄) +N(x̄,Ω).

Moreover, if X is a Asplund space and C is metrically regular at x̄, then there
exist γk ≥ 0(k ∈ K(x̄)), ηl ∈ R(l = 1, 2, . . . , L) such that

0 ∈ ∇f(x̄) +
∑

k∈K(x̄)

γk∂̂φk(x̄) + ∂̂〈η, ψ〉(x̄) + N̂(x̄,Ω).

Proof. Since f is Fréchet differentiable at x̄, as in the proof of Theorem 4.10,

−∇f(x̄) ∈ NF (x̄, C).

The proof of the theorem follows by applying Lemma 5.1, the expression of the Fréchet
normal cone to the constraint region.

Remark 2. Sufficient conditions for metrical regularity in the case I = J = 0
include the following:

(i) (see [10, Theorem 3].) The constraint region is defined by a system of linear
equalities and inequalities, i.e.,

C := {x ∈ X : 〈x∗k, x〉 = 0, k = 1, . . . ,K, 〈y∗l , x〉 ≤ 0l = 1, . . . , L}
for some x∗k ∈ X∗(k = 1, . . . ,K), y∗l ∈ X∗(l = 1, . . . , L).

(ii) In Banach space [4, Theorem 6.6.1], the (NNAMCQ) in the Clarke generalized
gradient form is satisfied, i.e.,

0 ∈
∑

k∈K(x̄)

γk∂φk(x̄) +

L∑
l=1

ηl∂ψk(x̄) +N(x̄,Ω),

γk ≥ 0 ∀k ∈ K(x̄)

implies that γk = 0, k ∈ K(x̄), ηl = 0, l = 1, 2, . . . , L. In Asplund space
[18, Corollary 6.2], the (NNAMCQ) in the limiting subdifferential form is
satisfied, i.e.,

0 ∈
∑

k∈K(x̄)

γk∂̂φk(x̄) + ∂̂〈η, ψ〉(x̄) + N̂(x̄,Ω),

γk ≥ 0 ∀k ∈ K(x̄)

implies that γk = 0, k ∈ K(x̄), ηl = 0, l = 1, 2, . . . , L.
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Theorem 5.3 (KKT condition when I = J = 0 under the calmness CQ). Let x̄ be
a local optimal solution of (P) with I = J = 0. Assume that f is Fréchet differentiable
at x̄, φk(k ∈ K(x̄)), ψl(l = 1, 2, . . . , L) are Lipschitz near x̄ and φk(k �∈ K(x̄)) are
continuous at x̄. If (P) is calm at x̄, then the conclusions of Theorem 5.2 hold.

Proof. By the definition of calmness, (x, u) = (x̄, 0) is a local solution to

min f(x) + µ(‖u‖+ ‖ψ(x)‖)
s.t. φ(x) + u ≤ 0,

x ∈ Ω.

Since φ(x)−φ+(x) ≤ 0 and φ(x̄)−φ+(x̄) = 0, x̄ is also a local solution of the following
problem:

min f(x) + µ
(√

Kmax{φ1(x), . . . , φK(x), 0}+ ‖ψ(x)‖
)

s.t. x ∈ Ω.

Case 1. X is a general Banach space. It is easy to see that (x, r, s) = (x̄, 0, 0) is
a local solution to the following problem:

min f(x) + µ

(√
Kr +

L∑
l=1

sl

)

s.t. r ≥ φk(x), k = 1, . . . ,K,

r ≥ 0,

sl ≥ ψl(x), l = 1, 2, . . . , L,

sl ≥ −ψl(x), l = 1, 2, . . . , L,

x ∈ Ω.

It is straightforward to verify that the (NNAMCQ) for the above problem is satisfied
and the KKT condition follows from Theorem 5.2 and in Remark 2(ii).

Case 2. X is an Asplund space. Equivalently, x̄ is a local solution to the following
problem:

min f(x) + µ

(√
K max

k∈K(x̄)
{φk(x), 0}+ ‖ψ(x)‖

)
+ δΩ(x),

where δΩ(x) is the indicator function of a set Ω defined by

δΩ(x) :=

{
0 if x ∈ Ω,
+∞ if x �∈ Ω.

Since f is Fréchet differentiable andG(x) := µ(
√
Kmaxk∈K(x̄){φK(x), 0}+‖ψ(x)‖)

is Lipschitz near x̄, one has

0 ∈ ∇f(x̄) + ∂F (G+ δΩ)(x̄) (by Proposition 2.5(i))

⊆ ∇f(x̄) + ∂̂(G+ δΩ)(x̄)

⊆ ∇f(x̄) + ∂̂G(x̄) + N̂(x̄,Ω) (Proposition 2.5(ii)).

The remaining proof follows by using the sum rules and the chain rules as in the proof
of Lemma 5.1.
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Proof of Theorem 1.2. Suppose X is a Banach space. If the (NNAMCQ) in
the Clarke generalized gradient form does not hold, then the Fritz John condition
holds with λ = 0. Otherwise if the (NNAMCQ) in the Clarke generalized gradient
form holds, then by Remark 2 and Theorem 5.2, the Fritz John condition holds with
λ = 1.

Similarly suppose that X is an Asplund space. If the (NNAMCQ) in the limiting
subdifferential form as in Remark 2 does not hold, then the required Fritz John con-
dition holds with λ = 0. Otherwise if the (NNAMCQ) in the limiting subdifferential
form holds, then by Remark 2 and Theorem 5.2, the required Fritz John condition
holds with λ = 1.

Acknowledgments. The author would like to thank Jay Treiman for his sugges-
tions on replacing the Clarke generalized gradient by the Michel–Penot subdifferential
in Theorem 1.1 and those in section 4 in an earlier version.
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