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ERRATUM: SENSITIVITY ANALYSIS OF THE VALUE FUNCTION
FOR OPTIMIZATION PROBLEMS WITH VARIATIONAL
INEQUALITY CONSTRAINTS*

YVES LUCET! AND JANE J. YE*

Abstract. In our paper [SIAM J. Control Optim., 40 (2001), pp. 699-723], due to an error in
the proof, an additional assumption is needed for the conclusion of Theorem 3.6 to hold. In this
erratum, we restate and prove Theorem 3.6 and correct other related mistakes accordingly.

PII. S036301290139926X

In our paper [1], due to an error in the proof, an additional assumption is needed
for the conclusion of Theorem 3.6 to hold. As a consequence, Theorem 4.2 does not
hold, each of Theorems 4.4, 4.8, 4.11, and 4.13 requires an additional assumption, and
the last two lines on page 701 and the first two lines on page 702 should be changed
to

Ml = Mé’D(E)7 Mé‘(z)v Mé(2)7
We first correct Theorem 3.6 by adding the additional assumption (0.1) as follows.

THEOREM 3.6. In addition to the basic assumption (BH), assume that there exists
6 > 0 such that the set

{(x,y) € C : V(z,y,a) <p,H(z,y,a) = q,r € F(z,y,a) + Na(y), f(z,y,a) < M,
(p,q,7) € B(0;6)}

is bounded for each M and the following assumption holds:

(01) (77577’]70) € M()(jvga 5[) implies Y= Oa B = Oa n= 0.

Then the value function V() is lower semicontinuous near &, and

v c |J {-¢:(nBn¢eM(z,5.a)}

(Z,7)EX(®)

>V < |J {-¢:(.8m¢ €M (zya)}

(Z,9)eX(@)

where M (z, 4, &) is the set of index X\ multipliers for problem GP (p, q,7,a) at (0,0,0, &),
i.e., vectors (v, 3,m,¢) in R* x R' x R™ x R satisfying

0 € Xf(z,y,a) + 0(¥,7)(z,§, @) + O(H, B)(Z,y, ) + O(F, n) (T, y, @)
+{O} X D*Nﬂ(g7 _F(fa?%@))(n) X {O} + {(O7O,<)} + NC(jvg) X 0}7
v >0 and <\P(jvg’ @)77> =0,
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and X(@) is the set of solutions of problem GP(&).

We now make the correct statements for Theorems 4.4, 4.8, 4.11, and 4.13 by
translating assumption (0.1) to the case of CD, C, P, and S multipliers, respectively.
Unless otherwise indicated, we denote by V f(z,y, ) the gradient of function f with
respect to (z,y,a) and not the gradient of f with respect to (x,y) as in section 4 of

[1].
THEOREM 4.4. Assume that there exists § > 0 such that the set
{(z,y) € C:p,q,7) € B(0;0),¥(x,y,a) <p, H(z,y,a) = g,
y >0, F(z,y,a) >r(y, F(z,y,a) —r) =0, f(z,y,a) < M}

is bounded for each M. Assume also that
0€VY(z,5,a) v+ VH(Z,5,a) 8+ VFE(&,g,a) 4+ (0,€0) + No(z,7) x {0},
v =0 and (¥(z,y,a),7) =0,
&E=0 if yi > 0 and F;(z,g,a) =0,
7, =0 if i = 0 and F;(Z,y,a) > 0,
either & < 0,m; <0 or &mn; =0 if yi =0 and F;(z,y) =0

implies that v =0, 8 =0, n = 0. Then the value function V is lower semicontinuous
near &, and

ov@c |J {Vaf(@.7.6)+Va¥(7,5.6) v+ Vo H(z,7.6) B

(z,9)e(a)
(0.2) +VoF(Z,5,a) " n: (v,8,m) € Mbp(Z,9)},
V(@) < |J {Va¥(@5,0) v+ Vo H(Z,5,0) B
(z,9)eX(a)
(0.3) +VoF(Z,5,a) n: (v,8,1) € M&p(Z,7)}-

If the set in the right-hand side of inclusion (0.3) contains only the zero vector, then
the value function V is Lipschitz near . If the set in the right-hand side of inclusion
(0.3) contains only the zero vector and the set in the right-hand side of inclusion (0.2)
is a singleton, then the value function is strictly differentiable at &.

THEOREM 4.8. Assume that there exists 6 > 0 such that the set

{(z,y) € C:(p.q,q™) € B(0;6),¥(z,y,a) < p,H(z,y,a) = q,
min{yiaFi(%%@)} = quaZ = la"'vmaf(xaya@) S M}
is bounded for each M. Assume also that
0€ VU(Z,g,a) v+ VH(Z,5,a) B+ VF(Z,5,a) "1+ (0,£,0) + No(z,5) x {0},
7= 0,(¥,7)(z,9,a) =0,

where

i = 0 Vie I+,
& =0 Viel,
n; =ri(1—1),& =rit; for somet; €[0,1], Vi€ Iy
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implies that v =0, 3=0,n=0,r;, =0,¢=1,...,m. Then the value function V is
lower semicontinuous near &, and

v < |J {Vaf(@95,0)+Va¥(z,9.6) v+ VoH(z,5.6) 3

(#.9)e5(@)
(0.4) +VoF(z,5,a) n: (v,8,n) € M&(2,9)},
o*vi@ < |J {Va¥(@5,0)"y+ V. H(Z,5,2)"8
(#.9)€5(@)
(0.5) +VoF(Z,5,a) n: (v,8,n) € M&(2,9)}.

If the set in the right-hand side of inclusion (0.5) contains only the zero vector, then
the value function V is Lipschitz near &. If the set in the right-hand side of inclusion
(0.5) contains only the zero vector and the set in the right-hand side of inclusion (0.4)
is a singleton, then the value function is strictly differentiable at a.

THEOREM 4.11. Assume that there exists 6 > 0 such that, for (Z,7) € X(&) and
each index set o C Io(T,q), the set in Proposition 4.10 is bounded for each M and

0=VU(z,g,a)"y+VH(,5 &) 8+ VF(Zg,a) n+(0,0) + No(z,7) x {0},
Vi) = Oa771+ = 0)€L = 0a§0‘ < Oanlo\a <0,

implies that v =0, 8 =0, n = 0. Then the value function V is lower semicontinuous
near &, and

v < |J AVaf(@.9,0)+Va¥(z,9.6) v+ VoH(z,5.6)

(z.5)€5(a)
(0.6) +VoF(Z,5,a) "0 : (v, 8,m) € Uscr, My (Z,7)},
V@ C  |J AVa¥(3,5,0) y+ VoH(z,5.0)"
(7.5)e%(a)
(0.7) +VaF(Z,5,0) 'n: (v,8,1) € Uscr, M (2,7)}.

If the set in the right-hand side of inclusion (0.7) contains only the zero vector, then
the value function V is Lipschitz near &. If the set in the right-hand side of inclusion
(0.7) contains only the zero vector and the set in the right-hand side of inclusion (0.6)
is a singleton, then the value function is strictly differentiable at &.
THEOREM 4.13. In addition to the assumptions of Theorem 4.11, assume that

C = R"x R*x R® and, for all (Z,z,1u) € %(a), the partial MPEC linear independence
constraint qualification is satisfied; i.e.,

0=V,y¥(Z,5,&)" 7+ Vo H(Z,5,8) "8+ Vi, F(2,5,a) "0+ (0,6),

Yy =0,n1, =0,& =0,
implies that ny, = 0,&1, = 0, where J(¥) := {i : U;(Z,7,&) < 0}. Further assume
that

0=VU(z,5.a)"y+VH(Z,§,a)" 8+ VF(,75.a&"n+(0,§0),
Yrwy = 0,mr, = 0,&r = 0,m1, < 0,81, <0,
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implies that v =0, 8 =0, n = 0. Then the value function V is lower semicontinuous
near @, and

ov@c U (Vaf@5,0) + Va¥(@,9.0) v+ Vo H(z,5,0) "8

(z,9)€x(a)
+V o F(Z,5,@) ' (v,8.n) € M§(z,9)},
V(@) < |J {Va¥(z.5,0) v+ VoH(z,5,0) B
(Z,9)ex(a)

+VoF(Z,5,a) " n: (v,8,n) € M(Z,7)}.

Note that the additional assumption (0.1) and its corresponding assumptions in
Theorems 4.4., 4.8, 4.11, and 4.13 are automatically satisfied in the case in which the
perturbation is additive. In the case of nonadditive perturbations, they are needed
even in the case of nonlinear programming, i.e., when 2 = R™ in Theorem 3.6.

The main error occurs in the proof of Theorem 3.6 when we applied [1, Propo-
sition 2.6] to obtain the partial subdifferentials from the subdifferentials of the fully
perturbed value function. The positions of vectors ¢ and 0 were switched by mistake.
Instead of proving that (¢,0) € 9°V (0, &) implies ¢ = 0, we proved that (0,() €
BOOYN/(O @) implies ¢ = 0. Hence, on page 709 in lines 13-18, “For any (0,0,0,¢) €
8°°V (0,0,0, @), we have (0,0,0,¢) € —MO(z,7, a) for some point (z, 7, @) € £(0,0,0,a).
Therefore,

(0,07<) € NC(f’g) X {0}7

which implies that ( = 0” should be changed to “For any (—v, —3, —n,0) € 80017(0, 0,0,a),
we have (—v, —8,—n,0) € —M(z, j, &) for some point (Z, 7, @) € ¥(0,0,0,&). Hence
(v,8,1,0) € M (z ,y, @), which implies v = 0, 8 = 0, n = 0 by assumption (0.1).”

Consider the nonlinear programming formulation of (OPCC) in [1, section 4.1].
Assumption (0.1) amounts to the nonexistence of a nonzero vector (v, 3,7, 7Y, )
such that

0eVY(z,y,a ) + VH(z,y,a ) Ié]

—VF(z,5,a) " —{(0,7Y,0)} + uV{y, F)(Z,7,a) + No(z,5) x {(0)},
7>0< U(7,9,a)) =0,
r>0,7Y >0, (" F(z,5,a)) =0, (rY,5) = 0.

However, using [1, Proposition 4.16] with x replaced by (z, «), the above assumption
will never be satisfied, and hence [1, Theorem 4.2] does not hold. Consider the
following example, which is the example in [1] with the extra constraint (z,y) €
[-1,1] x [-1,1]:

minimize —y
subject to =z —y =0,
x> an > O,J)y = 07 (xay) € [_17 1] X [_17 1]

Note that the growth hypothesis holds since the set [—1,1] x [—1,1] is compact. The
normal multiplier set M, »(0,0) = 0. So [1, Theorem 4.2] is not true for this example.
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That is, the nonlinear programming multipliers may not be useful in the sensitivity
analysis.
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