A MODEL EXPLAINING THE SIZE DISTRIBUTION OF GENE AND PROTEIN FAMILIES
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Abstract. This article deals with the theoretical size distribution of gene and protein families in complete genomes. A simple evolutionary model for the development of such families in which genes in a family are formed or selected against independently and at random, and in which new families are formed by the random splitting of existing families, is used to derive the resulting size distribution. Mathematically this turns out to be the distribution of the state of a homogeneous birth-and-death process after an exponentially distributed time, which it is shown will under certain conditions exhibit the power-law behaviour observed for gene and protein family sizes.

1. Introduction. Gene families comprise genes with a high degree of similarity in structure and function, which are presumed to have evolved from a single ancestral gene. Protein families similarly comprise proteins sharing sequence similarity and function. It has been observed that the size distributions of both gene families [4] and protein families [1] exhibit power-law behaviour over a wide range. While such distributions are characteristic of complex processes that exhibit self-organized criticality [3], they can also result from simpler mechanisms (see [6]). In this article we show the observed power-law behaviour in the distribution of gene and protein family sizes can be explained using a simple birth-and-death process model for the evolution of families. The model can be fitted by maximum likelihood to family size data, and in an example is shown to provide a very good fit. The model assumes that new genes in a family arise from mutations of existing genes (occurring independently and at random at a fixed probability rate) and that individual genes in a family can be eliminated (again independently and at random at a fixed probability rate). Furthermore new families arise from the random splitting of existing families (again at a fixed probability rate). The model is very similar to that used in a recent paper [5] to explain genus size distributions, and is a development of the model of Yule [7], proposed almost eighty years ago.
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2. **The model.** Consider a gene family which begins with one gene (at time $t = 0$). Suppose that in time $(t, t + h)$ there is a probability $\lambda h + o(h)$ that any given gene may mutate and create in addition to replicates of itself, a new gene in the family (a speciation); and a probability $\mu h + o(h)$ that the individual gene alone is selected out of the genome (an extinction). Suppose further that all speciations and extinctions are independent. Under these assumptions, $N_t$, the number of genes in the family in existence at time $t$ follows a homogeneous birth-and-death process (see e.g. [2]) for which the probability mass function (p.m.f.)

$$p_n(t) = \Pr\{N_t = n\}$$

satisfies the differential-difference equation

$$\frac{d}{dt}p_n(t) = -(\lambda + \mu)n p_n(t) + \lambda(n - 1)p_{n-1}(t) + \mu(n + 1)p_{n+1}(t),$$

with initial condition

$$p_n(0) = 1 \text{ if } n = 1; \quad p_n(0) = 0 \text{ otherwise.}$$

Now let

$$\phi(z; t) = \sum_{n=0}^{\infty} p_n(t) z^n$$

be the generating function for $N_t$. Multiplying both sides of (2) by $z^n$ and summing over $n = 0, \ldots, \infty$ yields the partial differential equation

$$\phi_r = (\lambda z - \mu)(z - 1)\phi_z,$$

with initial condition

$$\phi(z, 0) = z.$$

This can readily be solved by the method of characteristics (see e.g. [2]) to yield

$$\phi(z, t) = \begin{cases} \frac{\mu(1-z) - (\mu - \lambda z) \exp[-t(\lambda - \mu)]}{\lambda(1-z) - (\mu - \lambda z) \exp[-t(\lambda - \mu)]} & \text{if } \lambda \neq \mu, \\ 1 - (1-z)/[1 + \lambda t(1-z)]^{-1} & \text{if } \lambda = \mu. \end{cases}$$

From this the well-known formulas for the p.m.f. of $N(t)$ can be derived. In the case $\lambda \neq \mu$

$$p_0(t) = \frac{\mu - \mu e^{-t(\lambda - \mu)}}{\lambda - \mu e^{-t(\lambda - \mu)}},$$

$$p_n(t) = \frac{(\lambda - \mu) e^{-t(\lambda - \mu)}}{[\lambda - \mu e^{-t(\lambda - \mu)}]^2} \left( \frac{\lambda - \mu e^{-t(\lambda - \mu)}}{\lambda - \mu e^{-t(\lambda - \mu)} - \mu} \right)^{n-1}, \quad n \geq 1.$$
of the first gene family). Since evolution has been happening for a very long time, this truncation can essentially be ignored, so that the p.m.f. of the distribution of current gene family size, \( \bar{N} \), is

\[
q_n = \Pr(\bar{N} = n) = \int_0^\infty p_n(t)e^{-\rho t}dt \text{ for } n = 0, 1, \ldots
\]

and its generating function is

\[
\hat{\phi}(z) = \int_0^\infty \phi(z, t)te^{-\rho t}dt.
\]

Neither of the integrals in (9) or (10) have simple closed-form expressions. However by returning to the partial differential equation (4), multiplying throughout by \( pe^{-\rho t} \) and integrating with respect to \( t \) between 0 and \( \infty \), one arrives at the following ordinary differential equation for \( \hat{\phi}(z) \):

\[
(\lambda z - \mu)(z - 1)\frac{d\hat{\phi}}{dz} - \rho\hat{\phi}(z) = -\rho z.
\]

While this can be solved in terms of Lerch’s phi function (see [5]), the form is not particularly useful. However a series solution can be obtained by equating coefficients of powers of \( z \) on both sides of (11), yielding the following recursion for the p.m.f. \( \{q_n\} \)

\[
(n - 1)\lambda q_{n-1} - [n(\lambda + \mu) + \rho]q_n + (n + 1)\mu q_{n+1} = 0, \text{ for } n \geq 2
\]

\[
-(\lambda + \mu + \rho)q_1 + 2\mu q_2 = -\rho
\]

\[
-\rho q_0 + \mu q_1 = 0.
\]

The p.m.f. \( \{\tilde{q}_n\} \) of the size of a non-extinct gene family is obtained as

\[
\tilde{q}_n = \frac{q_n}{1 - q_0}, \text{ for } n = 1, 2, \ldots
\]

3. Power-law behaviour in the family size distribution. It is shown in this section that in the case \( \lambda > \mu \), the distribution of family size exhibits power-law behaviour in the upper tail. Consider (from (9) and (8))

\[
q_{n+1} = \int_0^\infty pe^{-\rho t}\frac{\lambda e^{-t(\lambda - \mu)} - \mu e^{-t(\lambda - \mu)}}{[\lambda - \mu e^{-t(\lambda - \mu)}]^2} \left\{ \frac{\lambda - \lambda e^{-t(\lambda - \mu)}}{\lambda - \mu e^{-t(\lambda - \mu)}} \right\}^n dt.
\]

The factor in braces is strictly increasing in \( t \) from zero at \( t = 0 \), approaching unity as \( t \to \infty \). Effecting a change of variable from \( t \) to \( \tau \) with

\[
t = (\lambda - \mu)^{-1} \log[n(1 - \mu/\lambda)/\tau],
\]

gives for \( n \to \infty \),

\[
\left\{ \frac{\lambda - \lambda e^{-t(\lambda - \mu)}}{\lambda - \mu e^{-t(\lambda - \mu)}} \right\}^n \sim \left\{ 1 - \frac{\tau}{n} \right\}^n \to e^{-\tau},
\]

so that in (16)

\[
q_{n+1} \sim \frac{\rho}{\lambda} \left( 1 - \frac{\mu}{\lambda} \right)^{-\rho/(\lambda - \mu)} n^{\rho/(\lambda - \mu) - 1} \int_0^\infty e^{-\tau \rho/(\lambda - \mu)} d\tau.
\]

The integral can be evaluated as a gamma function. The important conclusion is that for large \( n \), the p.m.f. exhibits power-law behaviour i.e.,

\[
q_n \sim c_1 n^{-\rho/(\lambda - \mu) + 1},
\]
where
\[ c_1 = \frac{\rho}{\lambda} \left( 1 - \frac{\rho}{\lambda} \right)^{-\rho/(\lambda - \mu)} \Gamma(1 + \rho/(\lambda - \mu)) \]

(21)

It follows that \( q_n \) will also exhibit asymptotic power-law behaviour with exponent
\[-\left( \frac{\rho}{\lambda - \mu} + 1 \right)\]

For \( \lambda \leq \mu \), it can be shown that \( q_n \) does not exhibit exact power-law behaviour, but rather behaves in a 'stretched exponential' form.

4. A special case - no extinctions. If the extinction rate parameter \( \mu \) is set to zero, the birth-and-death process reduces to the Yule process and the resulting size distribution is the eponymous Yule distribution [7] with p.m.f.
\[ q_n = \left( \frac{\rho}{\lambda} \right)^{\frac{n+1}{\lambda}} \frac{\Gamma(\rho/\lambda)}{\Gamma(\rho/\lambda + n + 1)} \text{ for } n = 1, 2, \ldots \]

(22)

This exhibits power-law behaviour in the upper-tail, and indeed as Yule showed, exhibits almost linear behaviour in the log-log plot, over the whole range.

5. Fitting the model to data. The model can be fitted to gene family size data by estimating model parameters by maximum likelihood (ML). The log-likelihood is
\[ \ell = \sum_{i=1}^{N} f_i \log \bar{q}_i = \sum_{i=1}^{N} f_i \log q_i - \log(1 - q_0) \sum_{i=1}^{N} f_i \]

(23)

Although there are three parameters in the model, the p.m.f. \( \{q_i\} \) depends only on the two ratios \( \lambda/\rho = \Lambda \), say, and \( \mu/\rho = M \), say. To calculate numerically the log-likelihood for given values of \( \Lambda \) and \( M \), the recursion (12) can be iterated backwards from the asymptotic value (20) for a suitably large \( n \). ML estimates of \( \Lambda \) and \( M \) can be found by numerically maximizing the log-likelihood.

This has been done for data on 71 gene families of cytochrome P450\(^1\). The ML estimates are:
\[ \hat{\Lambda} = 3.134; \hat{M} = 2.759. \]

It should be noted that these estimates are highly correlated and confidence intervals for individual parameters very wide (95% confidence intervals using the profile log-likelihoods are: 0.72 - 81.4 for \( \Lambda \) and 0 - 90.0 for \( M \)). Thus although the ML estimates suggest that the rates of mutation and extinction of individual genes are about three times the rate at which new families are formed, it is quite plausible, based on the data alone, that they are up to a factor of 80 or so larger—or even smaller. Fig. 1 shows the observed frequencies (natural and binned) of gene families of various sizes along with the expected frequencies using the above ML estimates (joined by a solid line for illustration purposes). The Chi-squared goodness of fit test (on binned data) suggests an extremely good fit (1.459 on 6 degrees of freedom).

It should be noted that the data are consistent (P-value = 0.23, for a likelihood ratio test) with the extinction parameter \( \mu \) being zero, i.e., with the Yule model. For the Yule model, the MLE of \( \Lambda \) is 0.907 (chi-square statistic = 1.890 on 7 degrees of freedom). While the Yule model thus seems to fit the data well statistically, the MLE for the model suggests that new gene families emerge at a slower probabilistic rate than new genes within a family, which from a biological point of view, seems

\(^1\)Data from http://arabidopsis.org/info/genefamily/p450.html, a website of the Arabidopsis Information Resource (TAIR).
implausible. The expected frequencies using the MLE of $\Lambda$ under the Yule model are illustrated by the dotted line in Fig. 1.

6. Conclusions. Earlier authors have shown empirically that the size distributions of gene and protein families exhibit power-law behaviour. This paper offers a simple evolutionary model which predicts a theoretical size distribution which exhibits such behaviour and which can be fitted to family-size data by maximum likelihood. The model is one of neutral evolution in the sense that mutations creating new genes (or new families) and extinctions of genes occur independently and at random. It can be thought of as a null model, in that it does not include interactions in the evolution of genes, temporal heterogeneity or other complex aspects, but can nonetheless explain the observed size distributions of gene and protein families.
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Figure 1. The size distribution of Crackene P40 gene families.